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Introduction
The rapid growth of the internet has established an environment in which millions 
of machines around the world are connected. Thus, the data saved on our personal 
machines has become considerably more valuable. Furthermore, with most companies 
accepting working from home, networks become more exposed to information steal-
ing, and destruction. Additionally, access to the internet network is omnipresent and 
relatively low-priced, allowing any cybercriminals in the world to lead a network attack, 
nevertheless to their physical position.

Abstract 

Network attacks are illegal activities on digital resources within an organizational 
network with the express intention of compromising systems. A cyber attack can 
be directed by individuals, communities, states or even from an anonymous source. 
Hackers commonly conduct network attacks to alter, damage, or steal private data. 
Intrusion detection systems (IDS) are the best and most effective techniques when 
it comes to tackle these threats. An IDS is a software application or hardware device 
that monitors traffic to search for malevolent activity or policy breaches. Moreover, 
IDSs are designed to be deployed in different environments, and they can either be 
host-based or network-based. A host-based intrusion detection system is installed on 
the client computer, while a network-based intrusion detection system is located on 
the network. IDSs based on deep learning have been used in the past few years and 
proved their effectiveness. However, these approaches produce a big false negative 
rate, which impacts the performance and potency of network security. In this paper, a 
detection model based on long short-term memory (LSTM) and Attention mechanism 
is proposed. Furthermore, we used four reduction algorithms, namely: Chi-Square, 
UMAP, Principal Components Analysis (PCA), and Mutual information. In addition, we 
evaluated the proposed approaches on the NSL-KDD dataset. The experimental results 
demonstrate that using Attention with all features and using PCA with 03 components 
had the best performance, reaching an accuracy of 99.09% and 98.49% for binary and 
multiclass classification, respectively.
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Network attacks are illegitimate acts against private resources that target computer 
information systems, infrastructures, and personal computers, with the purpose of 
modifying, destroying, or stealing sensitive data. We distinguish two main types of 
network attacks:

–	 Passive: Hackers obtain unauthorized access to networks, in order to examine and 
scan for open ports and vulnerabilities. In addition, hackers monitor all transmis-
sions and copy the content of the messages. Nevertheless, there is no change to 
the data gathered or systems.

–	 Active: In which the attacker uses data gathered throughout a passive attack to 
compromise a computer or network. Furthermore, the hacker attempts to mod-
ify, delete, encrypt, or damage private data. These attacks affect the integrity and 
availability of the system.

For all these reasons, cyber security and vigilance should be a priority in all indus-
tries. Fortunately, computer and network security products grow and expand in order 
to adapt and reflect the threats facing them. Among all these products, intrusion 
detection systems are the most important.

An intrusion detection system (IDS) is a vital element of a truly successful security 
solution. The general purpose of an IDS is to monitor network traffic for suspicious 
activity and known threats. Once any potential threats have been identified, IDS inform 
the IT manager that a network intrusion may be taking place. Reported information will 
usually contain the IP source address of the intrusion, the target/victim address, and the 
class of attack that is suspected. Additionally, an IDS comes in one of two types:

–	 A host intrusion detection system (HIDS): Runs on the computers on which it is 
installed, monitoring, and analyzing the processes and applications.

–	 A network intrusion detection system (NIDS): Implemented at a crucial point or 
points within the network, where it can analyze and examines the network traffic.

However, intrusion detection systems are prone to many challenges, among them: 
false positives rate and the false negatives rate. A false positive is a false alarm. It 
occurs when the IDS flags an activity as an attack, but the activity has acceptable 
behavior. Despite their failures, false positives do not generally cause grave damage 
to the network. On the other hand, a false negative is when the IDS fail to detect an 
attack. It occurs when the IDS identifies an activity as acceptable when the activity is 
actually an attack. Moreover, this is the most dangerous state, since IT professionals 
do not know that an attack is taking place.

In this study, our contribution consist of implementing an intrusion detection sys-
tem based on LSTM neural network and Attention architecture (Fig. 1). Furthermore, 
in order to remove unimportant and noisy features that decrease the classification 
accuracy, four reduction algorithms were used, namely: Chi-square (Chi2), UMAP, 
Principal Components Analysis (PCA), and Mutual Information (MI). Moreover, the 
effectiveness of these approaches was tested on the well-known NSL-KDD dataset, 
for binary and multiclass classification. 
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Related works
Intrusion detection systems are a pure classification problem. Since the first IDS intro-
duced by Denning [1], myriad methods have been used into network security fields. 
Moreover, with the consistent development of big data as well as the increase in compu-
tational power, several deep learning approaches have been used in intrusion detection. 
Furthermore, deep learning can handle big data efficiently, and has the ability to extract 
the representative characteristics from raw data, therefore, many researchers focused 
their efforts on deep learning techniques to create powerful IDSs.

Ramadan [2] proposed a hybrid IDS system where a pre-processing phase is utilized 
to reduce the required time. The feature selection process is done by using the Enhanced 
Shuffled Frog Leaping (ESFL) algorithm, and the selected features are classified using the 
Light Convolutional Neural Network with Gated Recurrent Neural Network (LCNN-
GRNN) algorithm. Maha [3] Designed an intelligent BBFO-GRU instrusion detection 
systems in Industrial Cyber-Physical environment based on the Gated Recurrent Unit 
(GRU) model. In addition, in order to enchance the detection rate, NADAM optimizer 
is utilized to optimize the GRU hyperparameters. Derhab [4] designed a Temporal Con-
volution Neural Network (TCNN) in IoT, which combines the Convolution Neural Net-
work (CNN) with a causal convolution. TCNN with Synthetic Minority Oversampling 
Technique-Nominal Continuous (SMOTE-NC) is evaluated on Bot-IoT dataset. Muly-
anto [5] implemented a cost-sensitive neural network based on focal loss, called the focal 
loss network intrusion detection system (FL-NIDS), in order to overcome the problem 
of imbalanced data . FL-NIDS was applied using DNN and convolutional neural net-
work (CNN). To evaluate this approach, three benchmark intrusion detection datasets 
that suffer from imbalanced distributions were used: NSL-KDD, UNSW-NB15, and Bot-
IoT. Azmin [6] proposed a new paradigm of the synthesizing task based on Variational 
Laplace AutoEncoder (VLAE), and Deep Neural Network (DNN) classifier. The authors 
evaluated the model on the NSL-KDD dataset. Jie [7] proposed an Intrusion Detection 
System based on bidirectional simple recurrent unit. In addition, the skip connections 
is used to to alleviate the vanishing gradient problem and improve the training effec-
tiveness. Mahboob [8] employed the butterfly optimization algorithm (BOA), and meta-
heuristic to perform feature selection. A multilayer perceptron (MLP) classifier was 

Fig. 1  Architectures implemented in this research
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used to evaluate the capability of the selected features to predict attacks. In addition to 
the gradient descent (GD) training method, two other metaheuristic methods, particle 
swarm optimization (PSO) and genetic algorithm (GA) were used to optimize the clas-
sification structure. This approach was tested on the NSL-KDD dataset. Sahar [9] devel-
oped a network intrusion detection system based on deep learning, and implemented in 
the fog node for attack detection. The datasets used are UNSW-NB15 and NSL-KDD. 
Khan [10] conceived an intrusion detection system, based on convolutional neural net-
work algorithm. The entire network consists of three hidden layers. Each hidden layer 
contains a convolutional layer and a pooling layer. Bediya [11] discussed many possible 
attacks at IoT networks and distributed denial of service (DDoS) attack. Then, the author 
proposed a blockchain-based IDS for the IoT network, called BIoTIDS. Khan [12] imple-
mented a convolutional recurrent neural network (CRNN) to create a DL-based hybrid 
ID framework that predicts and classifies malicious cyberattacks in the network. In the 
HCRNNIDS, the convolutional neural network (CNN) performs the convolution to 
capture local features, and the recurrent neural network (RNN) captures temporal fea-
tures to improve the ID system’s performance and prediction. Experiments were carried 
out on the CSE-CIC-DS2018 dataset. Soumyadeep [13] presented an unique Generic-
Specific autoencoder model where the generic one learns the features that are common 
across all forms of network intrusions, and the specific ones learn features that are per-
taining only to that domain. Sekhar [14] applied a deep Autoencoder with Fruitfly Opti-
mization. Firstly, the missing values in the dataset have been imputed with the Fuzzy 
C-Means Rough Parameter (FCMRP) algorithm, which handles the imprecision in data-
sets with the exploit of fuzzy and rough sets while preserving crucial information. Then, 
robust features are extracted from the Autoencoder with multiple hidden layers. Finally, 
the obtained features are fed to the backpropagation neural network (BPN) to classify 
the attacks. Experiments have been carried out on the NSL-KDD and UNSW-NB15 
dataset. Khonde [15] proposed a hybrid method, based on semi-supervised machine 
learning classifiers. Moreover, classifiers used are Support vector machine, decision tree 
and k-nearest neighbor. Experiments were conducted on NSL-KDD dataset. Shen [16] 
proposed an ensemble method, combining the extreme learning machine (ELM) as a 
base classifier, and a pruning method based on the Bat Algorithm (BA) as an optimizer. 
Deepa [17] used the K-Means Algorithm features. Moreover, authors combined Cuckoo 
Search Optimization (CSO) and the K-Means clustering algorithm. This approach was 
tested on different datasets. Divakar [18] used an ensemble method based on XGB Clas-
sifier on UNSW-NB 15 dataset.

Basic concepts
Long short‑term memory (LSTM)

A recurrent neural network (RNN) is a class of artificial neural networks where the data 
of the previous step is fed as input to the next step. However, the main issue with RNNs 
is gradient vanishing and exploding problems during back propagation. To overcome 
this problem, Hochreiter and Schmidhuber [19] introduced Long Short-Term Memory 
(LSTM) in 1997. Long Short-Term Memory (LSTM) networks are a modified version of 
recurrent neural networks able to learn information from earlier time steps to later ones. 
Unlike conventional feedforward neural networks, with LSTM the data flows through a 
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mechanism known as cell states. This way, LSTMs can selectively remember or forget 
information. Thus, its gating mechanism is what solved the “short-term memory” prob-
lem of RNNs. A common LSTM unit is made of a cell, an input gate, an output gate, and 
the forget gate. The cell remembers data over random time intervals, and the three gates 
control the stream of information into and out of the cell (Fig. 2). LSTM is suitable for 
myriad tasks such as: handwriting recognition [20], speech recognition [21], and anom-
aly detection in network traffic or IDSs (intrusion detection systems) [22].

Attention mechanism

The attention mechanism is one of the most important ideas in deep learning research 
in the last decade. Moreover, it is an approach that imitates cognitive attention. Even 
though this technique is now used in a broad category of artificial intelligence models, 
including in natural language processing [23] and computer vision [24]. However, it 
was initially created over Seq2Seq models in the Neural Machine Translation domain. 
A basic seq2seq approach consists of an encoder-decoder model, where the encoder 
analyzes the input data and compresses the information into a context vector of a 
fixed length (sentence embedding), and the decoder is computed with the context vec-
tor to emit the transformed output. Furthermore, this architecture has shown its huge 
strengths in Seq2Seq challenges, still, it has one crucial drawback. The sentence embed-
ding is generated in one vector; consequently, as the length of the input data increases, 
the more difficult it becomes for the model to capture the information in this vector. 
Thus, it has the inability to preserve longer input data as it tends to forget parts of it.

The attention mechanism was introduced by Bahdanau [25], in order to help mem-
orize long source sentences in neural machine translation. Rather than constructing a 
single context vector, the attention mechanism creates shortcuts between the context 
vector and the entire source input. The weights of these shortcut connections are adjust-
able for each output feature (Fig. 3). The effect increases the important parts of the input 
data and fades out the rest.

Since not all the inputs would be used in generating the corresponding out-
put, The attention mechanism calculates multiple attention weights marked by 

Fig. 2  Long Short-Term Memory architecture
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α(t, 1),α(t, 2), ..,α(t, t) . The context vector Ci for the output result yi is produced apply-
ing the weighted sum of the annotations:

The attention weights are computed by normalizing the output score of a feed-forward 
neural network described by the function that captures the alignment between input at j 
and output at i. The weights αij are computed by a softmax function given by the follow-
ing equation:

eij is the output score of a feedforward neural network described by the function a that 
attempts to capture the alignment between input at j and output at i.

Dimensionality reduction

Dimensionality reduction is the process of reducing the number of input data from a 
high-dimensional space to a low-dimensional space, so that the new input dimension 
contains most characteristics of the raw data.

High-dimensionality statistics and dimensionality reduction methods are commonly 
applied for data visualization. Nonetheless, these methods can be implemented in 

Ci =
∑Tx

j=1
αijhj .

αij =
exp(eij )

∑Tx

k=1
exp(eik)

,

eij =a(si−1, hj)

Fig. 3  Attention mechanism architecture
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machine learning to clarify the dataset in order to better fit a predictive model. More-
over, more input features usually make a predictive modeling task harder, more often 
called the curse of dimensionality. Thus, the higher the number of features, the harder it 
is to visualize the training set and then work on it. Furthermore, working in high-dimen-
sional spaces can be undesirable for many reasons; raw data are often sparse, also most 
of these features are correlated, and hence redundant, therefore, analyzing the data is 
usually computationally expensive. This is where dimensionality reduction algorithms 
come into play. It is desirable to have simple models that generalize well and, in turn, 
input data with few input variables. Hence, it is often desirable to reduce the number of 
input features.

There two majors components of dimensionality reduction:

–	 Feature selection: is the process of identifying and selecting relevant features from 
the input variables using scoring or statistical methods.

–	 Feature extraction: is the process of generating, from the high-dimensional input 
data, new data of fewer dimensions.

Uniform manifold approximation and projection (UMAP)

UMAP (Uniform Manifold Approximation and Projection) is an innovative manifold 
learning algorithm for dimension reduction, invented by Leland McInnes et  al. [26]. 
Moreover, UMAP is built from a theoretical framework based in Riemannian geometry 
and algebraic topology. Furthermore, the UMAP algorithm arguably conserves more 
of the global structure with higher performance, and no computational restrictions on 
embedding dimension. In addition, UMAP is among the fastest manifold learning appli-
cation available. Moreover, UMAP consist of two principal stages:

–	 Creating a graph in high dimensions and calculating the bandwidth of the exponen-
tial probability, σ , through the binary search and the fixed number of the nearest 
neighbors.

–	 Applying Stochastic Gradient Descent (SGD) in order to optimize the low-dimen-
sional representation, in order to improve the computation speed.

UMAP calculates the exponential probability distribution in high dimensions as:

where p represents the distance from each i − th data point to its first nearest neighbor.
Moreover, UMAP uses the number of the nearest neighbors k as follows:

Also, the symmetrization of the high-dimensional probability is calculated as :

pi|j = e
−

d(xi ,xj )−pi
σi

k = 2
∑

i pij

pij = pi|j + pj|i − pi|jpj|i
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Chi‑Square (Chi2)

The Chi-Squared test or The Pearson’s [27] Chi-Squared test is a statistical theory test, 
applied to check the independence of two variables. Furthermore, chi-square technique 
is applied in feature selection by calculating the chi-square statistics between all the fea-
tures and the target variable, and examine the presence of a relationship between the 
features and the target. If the target variable is independent of the feature variable, we 
can throw away that feature variable. If they are dependent, the feature variable is signifi-
cant and crucial. Likewise, the Chi-Squared statistics are calculated using the following 
formula:

where “O” stands for observed or actual values and “E” stands for expected values. If 
these two value are independent, O and E will be close, and if they have some association 
then the Chi-squared value will be high.

Principal component analysis (PCA)

Principal component analysis (PCA) is the process of computing the principal compo-
nents and using them to perform a change of basis on the data, sometimes using only 
the first few principal components and ignoring the rest. Moreover, it is a technique for 
feature extraction that is often used to reduce the dimensionality of large data sets, by 
transforming a large set of variables into a smaller one that still contains most of the 
information in the large set. Furthermore, PCA extracts the eigenvectors and eigenval-
ues from the covariance matrix (CM) using the following formula:

where x′ is the mean vector x′ = ( 1n )
∑k=1

n (xi) . And the covariance between two fea-
tures :

Mutual information (MI)

Mutual information is one of many quantities that indicates how much information can 
be obtained from a random variable by observing another random variable. Further-
more, in probability theory and information theory, the mutual information (MI) of two 
random variables is a measure of the mutual dependence between the two variables. 
Therefore, a high mutual information value indicates a large reduction of uncertainty 
whereas a low value indicates a small reduction. If the mutual information is zero, that 
means that the two random variables are independent.

Moreover, the mutual information between two variables X| AND Y| denoted I(X; Y), 
is defined by Shannon and Weaver [28] as:

χ2
c =

∑ (Oi − Ei)
2

Ei

CM =
1

n− 1
((X − x′)T (X − x′))

Cvjk =

(

1

n− 1

)

∑i=1

n

(

xij − x′j

)

(

xik − x′k
)
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Here PX (x) and PY (y) are the marginals: PX (x) =
∑

y PXY (x, y)

Our approach
This section includes the dataset description and preprocessing, calculation of the Chi-
square scores, a data visualization using UMAP, calculation of PCA variance, calculation 
of the mutual information scores, implementation parameters of the proposed model, 
experimental results, and discussion.

The dataset and data preprocessing

NSL-KDD [29] is a dataset proposed to address some of the intrinsic issues of the 
KDD’99 [30] dataset [31]. Furthermore, the number of records in the NSL-KDD is lower; 
therefore, no data sampling or filtering is required. Consequently, the evaluation results 
of different research work will be consistent and comparable. Moreover, redundant and 
duplicate records are removed, so the classifiers will not be biased towards more fre-
quent records.

Originally, the KDD99 dataset contained 3,925,650 attack record, 972,781 nor-
mal records, and a total of 4,898,431 records. However, The NSL-KDD dataset con-
tains 262,178 attacks records, 812,814 normal records, and a total records number of 
1,074,992, with a total reduction rate of 78.05%. The statistics of the NSL-KDD records 
are shown in Fig. 4.

In the NSL-KDD, we can find multiples attacks, each of them contains different sub-
classes (Fig. 5). The four major attacks classes are:

–	 Denial of Service (DOS): DOS attacks are designed to exhaust the target system in 
order to shut down a machine or network, making it inaccessible to its intended 
users.

–	 Probing attacks (Probe): Probe attacks are designed to obtain more information 
about the target system.

–	 Remote to Local (R2L): R2L attacks are designed to give local access to target system; 
thus, they are more dangerous than DOS and probe attacks.

I(X;Y ) =
∑

x,y
PXY (x, y)log

PXY (x, y)

PX (x)PY (y)
= EPXY log

PXY

PXPY

Fig. 4  Number of instances for all the attacks



Page 10 of 21Laghrissi et al. Journal of Big Data           (2021) 8:149 

–	 User to Root (U2R): U2R attacks give root access (super-user) to the normal 
user. Initially attacker access normal user account, later gain access to the root by 
exploiting the vulnerabilities of the system. Since root can do anything in system, 
U2R attacks are the most dangerous of all attacks in this dataset.

The NSL-KDD dataset contains 43 features, that can be divided in 4 types:

–	 4 Categorical (Features: 2, 3, 4, 42)
–	 6 Binary (Features: 7, 12, 14, 20, 21, 22)
–	 23 Discrete (Features: 8, 9, 15, 23–41, 43)
–	 10 Continuous (Features: 1, 5, 6, 10, 11, 13, 16, 17, 18, 19)

In the preprocessing phase, we first changed all the subclasses to their respec-
tive classes, then, we OneHotEncode the protocol_type (feature number 2) and the 
flag(feature number 4). We choose to OneHotEncode only these two features because 
they 3 and 11 possible values. One the other hand, we LabelEncode the feature named 
service (feature number 3) because it contains 60 possible values. In this step, we get 
77052 normal records, 53,386 DoS records, 14,077 Probe records, 3880 R2L records, 
and 119 U2R records. Next, we used the MinMaxScaler, which transform features by 
scaling each feature to a given range, we choose to set this range between 0 and 1. 
Afterwards, we shuffled the data which help us reducing variance and making sure 
that models remain general and overfit less. Consequently, after the preprocessing 
phase, we end up with 53 features. Finally, we prepared the data to fit the binary and 
multiclass classification.

Multiclass classification is the problem of classifying instances into one of three or 
more classes. Thereby, we sorted the attacks into five groups, which are: Normal (0), DoS 
(1), Probe (2), R2L (3), and U2R (4), and replaced these the feature named label (feature 
number 42) with these numbers instead of attacks names.

Fig. 5  Different subclasses of each attack that exists in the data set
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On the other hand, binary classification refers to the classification tasks that have two 
class labels. Therefore, our binary classifier should have the ability to judge whether a 
given input is a normal record or not. Thus, we encode the labels into two integers: 0 
represents the normal records, while 1 represents the attack records.

Finally, two dataset were generated, the first one is “NSL-Binary.csv”, destinated for 
binary classification, and the second one named “NSL-Multiclass.csv” intended to mul-
ticlass classification.

In addition, normal records and Denial of Service (DoS) attacks represent the major-
ity of the dataset, while R2L and U2R, are very rare in NSL-KDD (Fig. 6). Thus, this data 
set is widely imbalanced. Consequently, this issue affects the generalization of the model 
and reduces the classifier efficiency to predict minority classes, leading the model to fail 
in the classification task. This issue affects mostly the multiclass classification (as shown 
in Fig. 6). 

Dimensionality reduction

Chi‑Square

As we mention above, Chi-square is feature selection technique, that operate a statistical 
test, between every feature and the target variable, in order to investigate the presence of 
a relationship between the feature and the target. Furthermore, the Chi-square test has 
two important outcomes, namely: P-value and Chi Score.

When a p-value is higher, it means that the input feature is independent of the tar-
get and can not be considered for model training, thus, we can discard it. On the other 
hand, chi-score is a value attributed to every feature, demonstrating the impact of these 
features on the target variable.

The p-value and chi-score are presented in Fig. 7, for both generated datasets. 
From Fig.7a, we can observe that features 16, 4, 7, 20, 3, 8, 11 and 14 have the high-

est p-values, which means that these variables and the output variable are independent. 
Thus, we can remove it. However, features 10, 37, 48, 24, 23, 36, 52, 31, 32, 27, 21, 25, 
26, 39 and 38 in Fig. 7b have notably high chi scores, which means that the association 
between these variables and the target variable is statistically significant.

Fig. 6  Distribution of normal and attacks records in “NSL-Binary.csv” and “NSL-Multiclass.csv”
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(a) Chi-square p-values using ”NSL-Binary.csv”
scores.png

(b) Chi-square scores using ”NSL-Binary.csv”

(c) Chi-square p-values using ”NSL-Multiclass.csv”
scores.png

(d) Chi-square scores using ”NSL-Multiclass.csv”
Fig. 7  Chi-Square calculus
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On the other hand, using “NSL-Multiclass.csv”, features 11, 14 and 4 have a higher 
p-value, therefore, these variables are independent and have no impact on the results 
(Fig. 7c). While features 48, 37, 24, 23, 36, 10, 52, 31, 32, 27, 34, 33, 26, 25, 39, 21, 40, 20, 
12, 28, 47, 38, 29, 35, 44, 42, and 30 have a slightly higher chi-square score which means 
that theses variables impact considerably the final score (Fig. 7c).

UMAP

UMAP is another method for data visualization and dimensionality reduction. Further-
more, it employs graph layout algorithms to organize data in low-dimensional space. The 
Fig.  8 shows a projection of the 53-dimensional NSL-KDD dataset show to 2 dimen-
sions, using “NSL-Binary.csv” (Fig. 8a) and using “NSL-Multiclass.csv” (Fig. 8b) . As we 
can see, UMAP can’t splits clearly these output categories from each other, especially 
using “NSL-Multiclass.csv”. Consequently, there are no big clusters between the sign 

(a) UMAP projection in ”NSL-Binary.csv”

(b) UMAP projection in ”NSL-Multiclass.csv”
Fig. 8  UMAP projection
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sufficiently, thus, there are similar data points agglomerated together in other parts too 
from a 2d prospective. 

PCA

As we mention above, PCA is a technique to reduce the dataset dimensionality. There-
fore, we calculated the PCA covariance using “NSL-Binary.csv” and “NSL-Multiclass.
csv”.

As we can see in Fig. 9, that the first the first 03 components represent more than 80% 
of the dataset.

Mutual information

As we mentionned earlier, the mutual information calculates the statistical dependence 
between two variables. Thus, a score is assigned to each feature, showing how much the 
latter impacts the result.

Therefore, we calculated, the mutual information scores, using “NSL-Binary.csv” and 
“NSL-Multiclass.csv” (Fig. 10). 

Implementation and evaluation metrics

For the experiments, we implemented the proposed models using Keras Library. Keras 
is an open-source software library that provides a Python interface for artificial neu-
ral networks. However, the dimensionality reduction algorithms were applied using 
Scikit-learn, which is a free software machine learning library for the Python program-
ming language. Furthermore, our tests were executed on Google Colab. Meanwhile, we 
divided the preprocessed dataset into train set, validation set, and test set, according to 
60%, 20%, and 20% respectively.

In order to train our models, the dropout is set to 0.1, the number of epochs is set 
to 100, the schedule decay is set to 0.004, the epsilon is set to 1e–08, the learning 
rate is set to 0.002, and the optimizer used is Adam. On the other hand, Sigmoid and 
Binary cross entropy are used as loss and activation function for binary classification, 
while Softmax and Sparse categorical cross entropy are used as loss and activation 

Fig. 9  Percentage of Explained Variance
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function for multiclass classification. In addition, the proposed Lstm-Attention model 
is presented in Fig. 11.

To evaluate our detection models, the performances of the proposed architec-
tures were calculated. Therefore, using the confusion matrix, we considered the true 
positives(TP), true negatives(TN), false positives(FP), and false negatives(FN), such 
as:

–	 TP: Actual attack is classified as attack.
–	 FP: Actual normal record is classified as attack.
–	 FN: Actual attack is classified as normal.
–	 TN: Actual normal is classified as normal.

(a) Mutual information scores using ”NSL-Binary.csv”

(b) Mutual information scores using ”NSL-Multiclass.csv”
Fig. 10  Mutual information calculus

Fig. 11  The proposed LSTM-ATTENTION Architecture
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Furthermore, the confusion matrix allows us to calculate more metrics, namely: Accu-
racy, recall, precision, f1 score, and misclassification rate. These metrics are measured as:

–	 The accuracy is the ratio of correctly predicted observations. Where: 
Accuracy = (TP + TN )/AllPredictions

–	 The recall is a proportion of correctly predicted positive events. Where: 
Recall = TP/(FN + TP)

–	 The precision means a ratio of correct positive observations. Where: 
Precision = TP/(TP + FP)

–	 The F1 score signifies the weighted average of precision and recall. Where: 
F1Score = 2 ∗ (Precision ∗ Sensitivity)/(Precision+ Sensitivity)

–	 The misclassification rate is the percentage of incorrectly classified instances. Where: 
Misclassification = (FP + FN )/AllPredictions

Experimental results and discussion

In this research, we implemented LSTM classifier with multiple parameters. Firstly, sev-
eral dimensionality reduction algorithms were applied with various parameters, namely: 
UMAP was used with 02 and 03 components, Chi-square was used with 06 and 10 fea-
tures, PCA was applied using 02 and 03 components, whereas mutual information was 
employed using 06 and 10 features. Moreover, we added an attention layer to verify the 
impact of this architecture on the classification task, especially on the reduction of the 
false negative rate. Furthermore, all the models were applied in binary and multiclass 
classification.

Binary classification

Figure 12 shows the performance of all the models, using: Maximum training accuracy, 
testing accuracy, recall, precision, and the F1-score. Furthermore, Fig.  13 summarizes 
the confusion matrices for these architectures. 

In this research, we observed that the classifier using the attention layer and all the 
features presented the best accuracy, recall, and f1-score. On the other hand, the LSTM 
model without attention obtained the highest precision score. Meanwhile, the Attention-
PCA model using 02 components and Attention-MI with 06 features performed well.

As we mention earlier, the false negative rate generally cause grave damage to the 
network, and it is the most important metric to monitor. From Fig.  13, the model 

Fig. 12  Results for binary classification
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based on attention and using all features gets the best false negative rates, with only 
228 attacks records detected as normal, from an initial 29.703 test records.

However, using the accuracy using UMAP with 03 components given the worst 
results. This infers that the UMAP-Attention has followed difficulty in learning the 
attack patterns. In addition, this architecture obtains the highest false negatives and 
true negatives rates, with 2063 and 5086 misclassified records respectively.

Multiclass classification

Figure 14 displays the achievements of all the architectures, using: Maximum training 
accuracy, Testing accuracy, Recall, Precision, and the F1-score. 

Again, adding the attention layer enhance the all the metrics, especially the false 
negative rate which is the most important metric in our case.

Furthermore, the Attention-PCA model using 03 components offered the best accu-
racy, precision, recall, and f1-score within all the others. Moreover, the Attention-MI 
using 10 features gets the best training accuracy. In addition, using 02 PCA components 
make the model predict very well, and reach an accuracy of 98,13, which is the third 
best accuracy score. Also, we can remark the impact of the attention layer in the models 
using all features. Adding this layer allow the model to classify attack much better.

Fig. 13  Confusion Matrices for the proposed models in binary classification

Fig. 14  Results for multiclass classification
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On the other hand, the architectures using UMAP get the the worst scores, princi-
pally the model with 03 components. Furthermore, UMAP took the longest time to 
execute the reduction algorithms, and the longest time to train.

Moreover, Fig. 15 outlines the confusion matrices for these models. We can remark 
that the Attention-PCA architecture obtained the lowest false negatives rate and true 
negatives rate. On the other hand, the Attention-UMAP model with 03 components 
gets the highest false negatives and true negatives rates. 

However, the only drawback of the PCA-03 components that the class number 
4 which is U2R attacks, is frequently misclassified as normal. This may be due the 
record number of this attack, which represent only 0,08% of the dataset. The same 
problem happens to the model using attention and all feature, which is the second 
best model.

To improve the analysis of the experimental results, we compared our best model, 
which is the Attention-PCA using 03 components in multiclass classification, with those 
of previous researches (Table 1).

This kind of comparison is for reference purpose only, because IDSs differ in their 
execution environment, data preprocessing approaches, and interpretation process. Still, 
it can be seen that our model yields significantly better results than all the compared 

Fig. 15  Confusion Matrices for the proposed models in multiclass classification

Table 1  Performance comparison

Ieracitano [32] T. Su [33] Ieracitano [32] Choudhary [34] Proposed

Accuracy 83.65% 84.25% 87.00% 91.50% 98.49%
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models, which means that our approach is more adequate for this type of problem, and 
proves that our architecture has a better generalization and strength.

Conclusion and future works
In the study, an effective network attack detection strategy based on deep learning is 
presented. Moreover, Attention mechanism and Long Short-Term Memory(LSTM) 
were used as a classifier, in conjunction with numerous dimensionality reduction algo-
rithms, namely: Chi-square, UMAP, PCA, and Mutual Information. Furthermore, mul-
tiple parameters were tested in order to obtain the best accuracy. Therefore, the model 
based on attention with all features and the model based on attention and PCA using 03 
components obtained the best scores in binary and multiclass classification respectively, 
outperforming all the others. The Attention-PCA model is able to learn detailed features 
from the dataset in the training phase. This ability is important in learning characteris-
tics to network traffic involved in anomaly intrusions to identify abnormal traffic from 
normal traffic.

The experimental results show that the proposed attack detection strategy achieves 
higher performance than previous strategies, using the NSL-KDD dataset, and it can 
also reduce the false negative rate.

Several avenues for future research have been identified. Firstly, we will apply more 
LSTM variants and evaluate the performance of complex LSTMs with dimensionality 
reduction algorithms. In addition, more experiments will be performed to further ana-
lyse the proposed Attention-PCA model using large data sets from published data sets. 
Also, the developed model will be improved to increase its detection accuracy further 
and the trade-offs between detection parameters.

Finally, we will try to overcome the unbalanced data problem, especially for the U2R 
and R2L attacks, which are the less represented classes in NSL-KDD dataset, using mul-
tiple numerical data augmentation techniques.
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