
Analysis of diabetes mellitus for early 
prediction using optimal features selection
N. Sneha1*   and Tarun Gangil2

Introduction
The annual report of World Health Association, add up to the number of individuals 
experiencing diabetes is 422 million the year (Write from which year to which year it is 
telling the statistics of 422 million). Consistently, there is a significant increment in the 
number individuals experiencing diabetes in different healing center. The world health 
organization (WHO) reports [1, 2] on “Diabetes Care 2018” by American Diabetes Asso-
ciation and Standards for Medical care in Diabetes, a study for correlation diverse races 
and their pay. Figure 1 demonstrates the diverse individuals (gender and wage) matured 
between 29 and 70 years, level of passing because of hypertension.

Diabetes mellitus [3] is chronic, a ceaseless ailment where it caused because of the high 
sugar level in the circulatory system. It is caused because of the inappropriate working 
of the pancreatic beta cells. It has an impact on different parts of the body which incor-
porates pancreas glitch, risk of heart ailments, hypertension, kidney disappointments, 
pancreatic issues, nerve harm, foot issues, ketoacidosis, visual unsettling influences, 
and other eye issues, waterfalls and glaucoma and so on. There are different purposes 
behind reason like a way of life of a man, the absence of activity, sustenance propen-
sities, heftiness, smoking, high cholesterol (Hyperlipidaemia), high blood pressure 
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(Hyperglycaemia) etc. which fundamentally increment the risk of treating diabetes. It 
influences a wide range of ages, including youngsters to grown-up and matured people.

Pancreas [4] is an organ situated in the midriff area. It has 2 fundamental capacities 
one endocrine capacity and exocrine capacity. The endocrine aides for assimilation and 
an exocrine segment in pancreas keeps up the sugar level in the circulation system. The 
pancreas is related to numerous insufficiency and influences from different parts of the 
body [4]. Whenever the glucose, or sugar level is high in the circulatory system, Beta 
cells of pancreas discharges the insulin to the circulation system, to assimilate the exor-
bitant sugar substance from the blood into liver, later it is changed over into a frame 
vitality. Similarly, at whatever point the glucose level is low, the creation of insulin is 
occupied and generating of glucagon by the alpha cells of the pancreas will be started to 
keep up the glucose level in the blood. The admission sugar in the body likewise assumes 
an imperative job in diabetes [5].

Major report statistics from various health organisations

•	 In 2017, National Diabetes Statistic Report [6] for Center Disease Control and Pre-
vention (CDC), gives the facts give an account of the United States that 30.3 million 
individuals have diabetes, among that 23.1 are analyzed and 7.2 million are undiscov-
ered individuals [7].

•	 In 2018, the American Diabetes Association models of therapeutic care [2] in diabe-
tes discharges a report about “Order and finding of diabetes” which incorporates the 
arrangement of diabetes, diabetes care, treatment objectives, criteria for conclusion 
test ranges and dangers esteems, chance engaged with diabetes.

•	 In 2017, Global provides details regarding Diabetes by world wellbeing association 
[8], it expresses the weight of diabetes, hazard components and inconveniences of 
diabetes. Likewise, gives the data about counteracting diabetes in individuals with 
high hazard and overseeing diabetes at beginning times with fundamental solutions 
to be taken.

Diabetes [9, 10] is a long-haul issue, many hazard factors, intricacies, expandpassing’s 
rates. It is arranged into four kind’s type-1 [11], type-2 [12], prediabetes [13], and gesta-
tional diabetes [14].

Fig. 1  Survey of diabetes death rates among different category of people
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Type-1 A serious, incessant illness happens frequently happens in youngsters and 
grownups. Here pancreas totally stops the creation of the insulin. The individual 
assaulted by Type 1 is totally subject to insulin from outer drugs to control the sugar lev-
els in the body. The DCCT (Diabetes Control and intricacies trail) assisted the individual 
through the rundown solutions with being taken after to keep away from the symptoms, 
extreme difficulties on different organs and live longer better life through the rules and 
sustenance propensities [15]. A dietary methodology was found through these rules.
Type-2 It is a class of perpetual; non-insulin subordinate sickness regularly happens in 

grownups. There are a few realities of the events of sort 2 are hereditary and metabolic 
components, family history, physical dormancy overweight, heftiness, undesirable eat-
ing regimen, smoking propensities expands the danger of diabetes [16].
Prediabetes It is a phase before type 2 diabetes, where glucose level of the individual 

has been higher than typical yet not to the levels of sort 2. A man with prediabetes [13] 
condition has more odds of getting compose 2 under specific conditions and measures.
Gestational It is a basic classification influenced for ladies amid pregnancy [17, 18] A 

variety of hormones amid pregnancy and expanded insulin substance can prompt the 
high blood glucose level. The newly conceived babies have the odds of creating diabetes 
[14]. The dietary propensities to diminish the level of diabetes [19] (Fig. 2).

Diagnosis levels of diabetes (Fig. 2)

•	 A1C tests/tested It is a blood trail of a person for recent months. The range of the 
various classes is recorded in the table. It is prescribed for diabetes and prediabetes.

•	 FPG tests/tested It’s a Fasting plasma glucose test level is utilized to recognize predia-
betes and diabetes.

•	 OGT It is oral glucose, the blood test used to analyze the prediabetes, diabetes and 
gestational diabetes.

Effects of diabetes

Diabetes is influenced by different parts of the body which incorporates

Fig. 2  Diagnosis levels of diabetes-ranges
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a.	 Loss of vision Retinopathy retina is a condition where the retina, optic nerve, the 
focal point is harmed. A result of finish night visual impairment issues, swelling in 
the region of the retina, lessening the contact the mind may happen. A Diabetic 
individual should deal with eye vision through a few tests and pharmaceutical at the 
beginning times [20]. The treatment incorporates visual sharpness testing, tonome-
try, student enlargement, and optic intelligibility tomography (OCT). Different medi-
cines incorporate Anti-VEGF infusion therapy, focal/lattice macular laser medical 
procedure, corticosteroid.

b.	 Kidney neuropathy Chronic kidney infection or diabetic neuropathy [21] is where 
the high sugar level in blood harms the vessels in the kidney. The usefulness of the 
kidney is to channel the waste and abundant water in the blood. Because of hyper-
tension and sugar level in Kidney endeavours to have overhead to clean the blood 
this may prompt kidney disappointment or successive dialysis of blood is required. 
The treatment may incorporate kidney substitution treatment, kidney and pancreas 
transplant.

c.	 Liver problems Liver assumes an indispensable job in adjusting the blood glucose 
level in blood through starch digestion by methods neoglucogenesis and glycogeno-
sis’s [22]. Sort 2 diabetes expands the danger of liver issues. Fatty liver assumes the 
stipulate job in creating a liver tumour. The difficulties incorporate renal debilitation, 
modified metabolism, Insulin opposition and hyperglycaemia, malnutrition. Affect 
individual needs to experience different anti-toxin drugs [23] and administration of 
liver incorporates other treatment [24] like the way of life alteration, pharmacological 
treatment, insulin secretagogues, biguanides, α-glucosidase inhibitors, TZDs, weight 
to decrease.

d.	 Heart problems Cardiovascular ailment [17]: According to American heart affiliation, 
68% of individuals will experience the ill effects of heart issues to driving even to 
death, heart stroke, atherosclerosis or solidifying of the supply routes, stress and load 
on the heart make individual to death. Because of high sugar level, blood conveys 
greater thickness, it adheres to the veins, supply routes and veins put more strain to 
proceed onward. Persistently it harms the vessels and nerves prompting disappoint-
ment of circulatory framework or organ disappointment in person [25]. Hazard for 
creating cardiovascular illness incorporates hypertension, unusual cholesterol and 
high triglycerides, corpulence, the absence of physical activity. The effect of different 
clinical parameters like poor glycaemic control, insulin opposition of diabetes greatly 
affects heart issues [26].

e.	 The different issues may incorporate foot issues and so on.

Data mining and classification

Information mining [27, 28] is a procedure of breaking with the gigantic measure of 
the dataset where the dataset is tremendously in volume, colossal in the assortment, to 
remove helpful data to settle on business choice or finding the comparative examples to 
settle on a better choice. It is utilized to find new examples, find comparable connections 
among information, co-relations between information, this can find answers for the 
issues, creating rules from old information, settling on best choices of ad lib the business 
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arrangements, finding concealed information design from leaving datasets, expectation 
of future yield, i.e. practices and patterns.

A characterization procedure [29] which is utilized to fabricate another model from 
the input dataset. It tackles the issue of ordering the dataset and doling out the class 
marks for the informational index. An arrangement system examining the informational 
index and predicts the class names or allocates the gathering mark. The key goal of char-
acterization is to produce the new models with great speculation anticipating capacity. 
The new model ought to be well form model to precisely characterize the dataset on 
their qualities to anticipate class names. Order demonstrates which takes the occasion of 
the dataset and doles out to the specific class name. It includes 2 stages.
Information Training informational index (step 1), Test dataset (step 2)

1.	 In stage 1, preparing informational index comprises of information occasion and 
known or predefined class names. Grouping model breaks down the dataset and 
names and creates another model for the given dataset. The preparation set is uti-
lized to assemble the new grouping model.

2.	 In stage 2, Test informational index comprises of information occasion without class 
names. The recently produced demonstrate is connects to the test informational 
index to anticipate their class marks. The execution of the model is assessed through 
exactness rate, mistake rate and, different measurements.

3.	 A number of right expectations versus adding up to the number of forecasts.

Model A Cancer Sample dataset comprises of 5000 disease patient’s subtle elements. 
Investigation of these points of interest may help the expectation of new patient in the 
case of anguish from disease or not. We have diverse characterization procedure, for 
example, Naïve Bayes classifier, Decision Trees and Support Vector Machines and so on.

Literature survey
Diabetes a non-communicable disease is leading to long-term complications and serious 
health problems. A report from the World Health Organisation [30] addresses diabetes 
and its complications that impact on individual physically, financially, economically over 
the families. The survey says about 1.2 million deaths due to the uncontrolled stage of 
health lead to death. About 2.2 million deaths occurred due to the risk factors of diabe-
tes like a cardiovascular and other diseases.

Diabetes [31] is an ailment caused due to the extended level of sugar obsession in the 
blood. In this paper, discussed various classifiers, decision support system is proposed 
that uses the AdaBoost algorithm with Decision Stump as a base classifier for classifica-
tion. Moreover, Support Vector Machine, Naive Bayes and Decision Tree have addition-
ally executed as a base classifiers for AdaBoost calculation for exactness confirmation. 
The exactness got for AdaBoost calculation with choices stump as a base classifier is 
80.72%, which is more note worthy contrasted with that of Support Vector Machine, 
Naive Bayes and Decision Tree.

Artificial intelligence is having more effect is machine realizing [32], which cre-
ates calculations ready to take in examples and choice standards from informa-
tion. Machine learning calculations have been implanted into information mining 
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pipelines, which can consolidate them with established measurable techniques, to 
remove learning from information. Inside the EU-financed MOSAIC undertaking, an 
information mining pipeline has been utilized to determine an arrangement of presci-
ent models of sort 2 diabetes mellitus (T2DM) entanglements in light of electronic 
wellbeing record information of almost one thousand patients. Such pipeline includes 
clinical focus profiling, prescient model focusing on, prescient model development 
and model approval. In the wake of having managed to miss information by meth-
ods for irregular woods (RF) and having connected appropriate methodologies to deal 
with class unevenness, we have utilized Logistic Regression with the stepwise compo-
nent choice to foresee the beginning of retinopathy, neuropathy, or nephropathy, at 
various time situations, at 3, 5, and 7 years from the main visit at the Hospital Center 
for Diabetes (not from the conclusion). Considered factors are sexual orientation, age, 
time of determination, weight file (BMI), glycated haemoglobin (HbA1c), hyperten-
sion, and smoking propensity. Lust models, custom fitted as per the complexities, 
gave an exact up to 0.838. Diverse factors were chosen for every complexity and time 
situation, prompting particular models simple to mean the clinical practice.

In this paper [33], analysis of a Pima Indian dataset is done using various classifica-
tion techniques like Naïve Bayes, Zero R, J48, random forest, MLP, logistic regres-
sion. Comparison and prediction whether positive and negative diabetes. Diagnosing 
diabetes through data mining tool using the WEKA tool, in terms of accuracy and 
performance MLP is better.

Patients with diabetes should ceaselessly screen their blood glucose levels and mod-
ify insulin measurements, endeavouring to keep blood glucose levels as near typical 
as would be prudent [34]. Blood glucose levels that veer off from the typical range can 
prompt genuine here and now and long-haul intricacies. A programmed expectation 
shows that cautioned individuals of fast approaching changes in their blood glucose 
levels would empower them to make a preventive move. In this paper, we depict an 
answer that uses a bland physiological model of blood glucose progression to produce 
enlightening highlights for a support vector regression display that is prepared with 
tolerant particular information. The new model beats diabetes specialists at foresee-
ing blood glucose levels and could be utilized to envision right around a fourth of 
hypoglycaemic occasions 30 min ahead of time. In spite of the fact that the compar-
ing exactness is right now only 42%, most false cautions are in close hypoglycaemic 
locales and hence patients reacting to these hypoglycaemia alarms would not be hurt 
by intercession.

Diabetes mellitus [7] is a standout amongst the most genuine wellbeing challenges 
in both creating and created nations [35]. As per the International Diabetes Federa-
tion, there are 285 million diabetic individuals around the world. This aggregate is 
relied upon to ascend to 380 million in 20 years. Because of its significance, an outline 
of a classifier for the recognition of Diabetes ailment with ideal cost and better execu-
tion is the need of the age. The Pima Indian diabetic database at the UCI machine 
learning research facility has turned into a standard for testing information mining 
calculations to see their expectation exactness in diabetes information arrangement. 
The proposed strategy utilizes SVM, a machine learning technique as the classifier for 
analysis of diabetes. The machine learning strategy centre around arranging diabetes 
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illness from a high dimensional therapeutic dataset. The trial comes about got dem-
onstrate that help vector machine can be effectively utilized for diagnosing diabetes 
illness.

The point of this examination is to the finding of diabetes illness, which is a stand-
out amongst the most vital infections in the restorative field utilizing Generalized Dis-
criminant Analysis (GDA) and Least Square Support Vector Machine (LS-SVM) [36]. 
Likewise, we proposed another course learning framework in light of Generalized Dis-
criminant Analysis and Least Square Support Vector Machine. The proposed framework 
comprises of two phases. The primary stage, we have utilized Generalized Discriminant 
Analysis to discriminant highlight factors amongst sound and patient (diabetes) infor-
mation as a pre-preparing process. The second stage, we have utilized LS-SVM so as to 
order of diabetes dataset. While LS-SVM acquired 78.21% grouping precision utilizing 
10-overlap. cross approval, the proposed framework called GDA–LS-SVM got 82.05% 
order exactness utilizing 10-crease across approval. The heartiness of the proposed 
framework is inspected utilizing arrangement precision, k-crease cross-approval tech-
nique and disarray lattice. The acquired order exactness is 82.05% and it is exceptionally 
encouraging contrasted with the beforehand detailed grouping strategies.

Implementation methods
Decision tree

It is a supervised learning method, which is used for solving classification problems. 
Decision tree [37, 38] is a technique which iteratively breaks the given dataset into two 
or more sample data. The goal of the method is to predict the class value of the tar-
get variable. The decision tree will help to segregate the data set and builds the decision 
model to predict the unknown class labels. A decision tree can be constructed to both 
binary and continuous variables. Decision tree optimally finds the root node based upon 
the highest entropy value. This gives decision tree an advantage of choosing the most 
consistent hypothesis among the training dataset. An input to the decision tree is a data-
set, consisting of several attributes and instances values and output will be the decision 
model. Issues faced while building a decision model are selecting the splitting attribute, 
splits, stopping criteria, pruning, training sample, quality and quantity, the order of splits 
etc.

Input: training data set
Output: decision model (tree structure).
The decision model is a tree structure, where a structure includes the collection of 

nodes. It includes the decision nodes (split node with the condition) and leaf nodes. The 
representation of the decision tree is shown in Fig. 3. Among the various attributes in 
the dataset, choosing the right attributes-root node to start the split is a difficult task. 
The decision node can have 2 or more branches. To start with the first node called root 
node. The model predicts the best attribute as the root node or best predictor node from 
the set of nodes available. There are many ways to choose the best attribute to be as the 
root node, based on the degree of impurity of the child nodes. The Performance meas-
ures [39] are Entropy, Giniindex, classification error. These measures are done for all 
attributes and comparison is done, to select the best spilt.
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Naïve Bayesian

A classification algorithm [40, 41], a probabilistic classifier which is based on Bayes theo-
rem with the independence assumption between the predictors. Naïve Bayesian method 
takes the dataset as input, performs analysis and predicts the class label using Bayes’ 
Theorem. It calculates a probability of class in input data and helps to predict the class of 
the unknown data sample.It is a powerful classification technique suitable for large data-
sets. The Bayes Theorem formula calculates the posterior probability for each class using 
below formula. The Flowchart for Naïve Bayesian is shown in Fig. 4.

•	 P(c|x) is the posterior probability of class (target) given predictor (attribute).
•	 P(c) is the prior probability of class.
•	 P(x|c) is the likelihood which is the probability of predictor given class.
•	 P(x) is the prior probability of predictor.

Support vector machine

It is a supervised learning, discriminative classification [42, 43] technique. This method 
can be used for both regression and classification. The logic behind the SVM is finding a 
hyper line between the dataset, which best divides the dataset into two classes as shown 
in Fig. 5. It includes 2 steps, Identifies the right or optimal hyper line in data space and 
Mapping the objects to the boundaries specified. The SVM training algorithm builds a 
model that assigns new samples to one of the classes.

P(c|x) =
P(x|c)P(c)

P(x)

P(c|X) = P(x1|c)× P(x2|c)× · · · × P(xn|c)× P(c)

Fig. 3  Model for decision tree
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Random forest

It is supervised learning, used for both classification and Regression. The logic behind 
the random forest [44, 45] is bagging technique to create random sample features. The 

Fig. 4  Flow chart for Naïve Bayesian classification

Fig. 5  Support vector machine-data distribution over the hyper line
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difference between the decision tree and the random forest is the process of finding the 
root node and splitting the feature node will run randomly. The Steps are given below

a.	 Load the data where it consists of “m” features representing the behaviour of the 
dataset.

b.	 The training algorithm of random forest is called bootstrap algorithm or bagging 
technique to select n feature randomly from m features, i.e. to create random sam-
ples, this model trains the new sample to out of bag sample(1/3rd of the data) used to 
determine the unbiased OOB error.

c.	 Calculate the node d using the best split. Split the node into sub-nodes.
d.	 Repeat the steps, to find n number of trees.
e.	 Calculate the total number of votes of each tree for the predicting target. The highest 

voted class is the final prediction of the random forest.

K nearest neighbour (KNN)

It is a classification technique which classifies the new sample based on similarity meas-
ure or distance measure. The measure includes 3 distance measures Euclide an distance, 
Manhattan, Minkowski. The steps for KNN is given below.

1.	 Training phase of the algorithm consists of only storing the feature sample and class 
label of training sample.

2.	 Classification phase: the user has to define a “k” value for the classification of the 
undefined sample for the k number of the class labels, so the unlabelled sample can 
be classified into the defined class based on the feature similarity.

3.	 Majority of voting classification occurs for unlabelled class. The value of the k can be 
selected by various techniques like heuristic technique.

Data set description

The aim of the proposed work is to analyze the diabetes dataset over the classification 
techniques. Our research concentrates, to reduce the complications of diabetes through 
early predictions and to improve the prognosis (lives) of the people. A person with dia-
betes has considerable features for the cause of disease depending on the age, glucose 
level, heredity, and other factors, as well these features vary from one type to another 
type.

The dataset is collected from UCI machine repository archive.ics.uci.edu-Diabetes. 
We have a sample diabetic dataset (2500 data items), comprising of 15 attributes, and its 
description of attributes is given Table 1. Training and testing samples are different, for 
testing the data over the classification techniques, we have considered 768 data items.

The description of each attribute is given the below Table 1.

Modified approach

The modified approach includes the selection of the right attributes from the large data-
base, based on the sensitivity of the dataset and the problem statement. The selection of 
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right/optimal attributes for the problem, it requires an overall analysis of the attributes 
and ignoring the irrelevant attributes. The input dataset stated in Table 1 includes vari-
ous attributes and its description. Selection of the right attributes adheres to the quality 
input dataset and quality results from the classification can be expected. Our approach 
includes 5 steps.

1.	 Analysis of the attributes and importance of the attributes on the problem stated.
2.	 Assigning a sequence of the dataset attributes from ni=0 to the nk=max, where max is 

the total number of attributes, and i is the attribute-1 (main cause).

Example For diabetes: Level of sugar attributes states the status of people suffering 
from diabetes.

3.	 Input: Attribute-1 (Main attributes responsible for the cause).
4.	 Process: Attribute-1 Co-relates the other attribute-n, and generates the value.
	

The process is continued with other attributes, values are compared with each attrib-
ute, if the value difference is more than the other attribute, then attribute has less sig-
nificance, i.e. value-1 is compared with value-n. The best attributes are selected and 
arranged in a significant order and the final optimal features-dataset is given to the clas-
sification techniques.

5.	 Output: Based on the best attributes selection, the results of the classification tech-
niques can be improved. The flow chart of the technique is given below Fig. 6.

Co-relation Value =

[

Attributemax−

N
∑

i=1

Attribute(xi)

]2

− 1

Table 1  Description of Data set

SI. no Attribute Description

1 Age Age of a person

2 Gender Male or female

3 Plasma glucose fasting –

4 Plasma glucose post prandial –

5 Pregnancy Pregnancy count of women

6 Blood glucose level Plasma glucose concentration a 2 h in an oral glucose 
tolerance test

7 Blood pressure Diastolic blood pressure (mm Hg)

8 Skin thickness Triceps skin fold thickness (mm)

9 Insulin 2-h serum insulin (mu U/ml)

10 BMI (body mass index) Body mass index (weight in kg/(height in m)2)

11 DPF Diabetes pedigree function

12 Serum creatinine Test measures the level of creatinine in the blood

13 Serum sodium sodium content is in your blood

14 Serum potassium Potassium content in blood

15 HBAIC Hemoglobin A1c, a blood pigment that carries oxygen
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Experimental results
The performance evaluation of the classification techniques is done through the vari-
ous performance measure such as accuracy, sensitivity, specificity, and recall, precision. 
Our research paper focus on the five classification techniques such as support vector 
machine, Random forest, Naïve Bayesian, decision tree and K-nearest neighbour. Table 2 
shows the results of the classification technique. Our experiment is conducted through 
rapid miner data mining tool.

a.	 Support vector machine: An SVM classification technique is applied on diabetic 
dataset. The accuracy of SVM is 77.73%. The results are shown in Table 3.

b.	 Random forest: The accuracy of random forest is 75.39. The Results is shown in 
Table 4. It generates tree structure to classify the attributes under various conditions 
in Fig. 7.

c.	 Naive Bayesian Classification: The accuracy is 73.48%. The results are shown in 
Table 5.

Fig. 6  Flow chart for attribute selection

Table 2  Results of classification technique

SI. no Classification technique Accuracy Correctly classified Incorrectly 
classified

1 SVM 77.73 597 171

2 Random forest 75.39 579 189

3 NB 73.48 129 61

4 Decision tree 73.18 562 206

5 KNN 63.04 145 85
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d.	 Decision tree classification: The accuracy is 73.18%. The results are shown in 
Tables 6, 7. The tree structure is shown in Fig. 8.

e.	 KNN: The accuracy of K-nearest neighbour is 63%. The results are shown in Tables 6, 
7.

ROC Curve: Results of ROC in shown in Fig. 9—area under curve for the five clas-
sification techniques.

Table 3  Results of SVM

Accuracy = 77.73 True non-diabetic True diabetic Class precision

Pred. non-diabetic 153 56 73.21

Pred. diabetic 115 444 79.43

Class recall 57.09 88.80

Table 4  Results of random forest

Accuracy = 75.39 True non-diabetic True diabetic Class precision

Pred. non-diabetic 89 10 89.90

Pred. diabetic 179 490 73.24

Class recall 33.21 98.00

Fig. 7  A tree structure generated for random forest

Table 5  Results of Naïve Bayesian

Accuracy = 73.48 True non-diabetic True diabetic Class precision

Pred. non-diabetic 49 30 62.03

Pred. diabetic 31 120 79.47

Class recall 61.25 80.00
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Discussion
Comparison of classification technique

The experimental results obtained are shown in Table  8. The results are compared 
with various performance measures such as sensitivity, specificity, positive ratio, 

Table 6  Results of decision tree

Accuracy = 73.18 True non-diabetic True diabetic Class precision

Pred. non-diabetic 71 9 88.75

Pred. diabetic 197 491 71.37

Class recall 61.25 80.00

Table 7  Results of KNN

Accuracy = 63.04 True non-diabetic True diabetic Class precision

Pred. non-diabetic 37 42 46.84

Pred. diabetic 43 108 71.52

Class recall 46.25 72.00

Fig. 8  A diabetic decision tree generated using decision tree technique

Fig. 9  ROC curve
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negative ratio, disease prevalence, positive productivity, negative productivity and 
accuracy.

Figure 10—the above analysis gives an insight of the various machine learning mod-
els and its predictive accuracy in terms of the performance. We have considered all 15 
attributes to evaluate the performance of classification.

Results of modified approach for selection of attributes

Table  9 shows the attributes and their co-relation value of the proposed method. 
Originally we have 15 attributes, by selection of optimal attributes, we have selected 
11 attributes and 4 attributes are ignored. We have excluded the plasma glucose post-
prandial, pregnancy, serum creatinine, HBAIC attributes from the dataset, since the 
correlation value is less compared to other attribute value. The highlighted coloured 
attributes indicates the ignored attributes.

Figure  11: the results represents improvised performance metrics of classification 
techniques.

Table 8  Comparison of classification technique

No. Algorithm Sensitivity 
%

Specificity 
%

Positive 
likelihood 
ratio

Negative 
likelihood 
ratio

Disease 
prevalence 
%

Positive 
predictive 
value %

Negative 
predictive 
value %

Accuracy 
%

1 SVM 57.09 88.80 5.10 0.48 34.90 73.21 79.43 77.73

2 Random 
forest

33.21 98.00 16.60 0.68 34.90 89.90 73.24 75.39

3 NB 61.25 80.00 3.06 0.48 34.78 62.03 79.47 73.48

4 Decision 
tree

26.49 98.20 14.72 0.75 34.90 88.75 71.37 73.18

5 KNN 46.25 72.00 1.65 0.75 34.78 46.84 71.52 63.04

Fig. 10  Statistical comparison of algorithms
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The above analysis gives an insight into various machine learning models and its 
predictive accuracy in terms of the performance. In the above analysis, the accuracy 
of the classification technique is improved, for the predictive task will become faster. 
The comparison of the accuracy of the various classifications is shown in Fig. 12.

Conclusion
Diabetes is a heterogeneous group of diseases. It’s characterized by chronic elevation 
of glucose in the blood. The main motto of the American diabetes association [46] is 
“To prevent and cure diabetes and to improve the lives of all people affected by dia-
betes”. To support the lives of the people all over the world, we are trying to detect 
and prevent the complications of diabetes at the early stage through predictive analy-
sis by improving the classification techniques. Our proposed work also performs the 

Table 9  Results-selection optimal attributes

Attributes Co-relation 
value

Age 1.837

Gender 1.788

Plasma glucose fasting 2.464

Plasma glucose post prandial 0.464

Pregnancy 0.798

Blood glucose level 1.789

Blood pressure 2.332

Skin thickness 2.004

Insulin 1.664

BMI (body mass index) 1.456

DPF 1.555

Serum creatinine 0.389

Serum sodium 2.203

Serum potassium 1.963

HBAIC 0.466

Fig. 11  Modified results: statistical comparison of algorithms
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analysis of the features in the dataset and selects the optimal features based on the 
correlation values. The decision tree algorithm and Random forest giving the highest 
specificity of 98.20% and 98.00%, respectively holds best for the analysis of diabetic 
data. Support vector machine and NB techniques give the accuracy of 77.73% and 
73.48% respectively from the existing method and the proposed method improves 
the accuracy of the classification techniques. Improved SVM accuracy is 77% and NB 
accuracy is 82.30%, hence it is able to map the features effectively from low dimen-
sions to high dimensions. It gives the best fit to the data with respect to the diabetic 
and non-diabetic patients. The Disease prevalence percentage is measured highest 
from the SVM is 45.7%.
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