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Introduction
There is an exponential growth in volume and variety of data as due to diverse applica-
tions of computers in all domain areas. The growth has been achieved due to afford-
able availability of computer technology, storage, and network connectivity. The large 
scale data, which also include person specific private and sensitive data like gender, zip 
code, disease, caste, shopping cart, religion etc. is being stored in public domain. The 
data holder can release this data to a third party data analyst to gain deeper insights and 
identify hidden patterns which are useful in making important decisions that may help 
in improving businesses, provide value added services to customers [1], prediction, fore-
casting and recommendation [2]. One of the prominent applications of data analytics is 
recommendation systems which is widely used by ecommerce sites like Amazon, Flip 
kart for suggesting products to customers based on their buying habits. Face book does 
suggest friends, places to visit and even movie recommendation based on our interest. 
However releasing user activity data may lead inference attacks like identifying gender 
based on user activity [3]. We have studied a number of privacy preserving techniques 
which are being employed to protect against privacy threats. Each of these techniques 
has their own merits and demerits. This paper explores the merits and demerits of each 
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of these techniques and also describes the research challenges in the area of privacy 
preservation. Always there exists a trade off between data utility and privacy. This paper 
also proposes a data lake based modernistic privacy preservation technique to handle 
privacy preservation in unstructured data with maximum data utility.

Privacy threats in data analytics
Privacy is the ability of an individual to determine what data can be shared, and employ 
access control. If the data is in public domain then it is a threat to individual privacy 
as the data is held by data holder. Data holder can be social networking application, 
websites, mobile apps, ecommerce site, banks, hospitals etc. It is the responsibility of 
the data holder to ensure privacy of the users data. Apart from the data held in public 
domain, knowing or unknowingly users themself contribute to data leakage. For exam-
ple most of the mobile apps, seek access to our contacts, files, camera etc. and without 
reading the privacy statement we agree for all terms and conditions, there by contribut-
ing to data leakage.

Hence there is a need to educate the smart phone users regarding privacy and privacy 
threats. Some of the key privacy threats include (1) Surveillance; (2) Disclosure; (3) Dis-
crimination; (4) Personal embracement and abuse.

Surveillance

Many organizations including retail, e-commerce, etc. study their customers buying 
habits and try to come up with various offers and value added services [4]. Based on the 
opinion data and sentiment analysis, social media sites does provide recommendations 
of the new friends, places to visit, people to follow etc. This is possible only when they 
continuously monitor their customer’s transactions. This is a serious privacy threat as no 
individual accepts surveillance.

Disclosure

Consider a hospital holding patient’s data which include (Zip, gender, age, disease) [5–7]. 
The data holder has released data to a third party for analysis by anonymizing sensitive 
person specific data so that the person cannot be identified. The third party data analyst 
can map this information with the freely available external data sources like census data 
and can identify person suffering with some disorder. This is how private information of 
a person can be disclosed which is considered to be a serious privacy breach.

Discrimination

Discrimination is the bias or inequality which can happen when some private informa-
tion of a person is disclosed. For instance, statistical analysis of electoral results proved 
that people of one community were completely against the party, which formed the gov-
ernment. Now the government can neglect that community or can have bias over them.

Personal embracement and abuse

Whenever some private information of a person is disclosed, it can even lead to per-
sonal embracement or abuse. For example, a person was privately undergoing medica-
tion for some specific problem and was buying some medicines on a regular basis from a 
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medical shop. As part of their regular business model, the medical shop may send some 
reminder and offers related to these medicines over phone. If any family member has 
noticed this, it will lead to personal embracement and even abuse [8].

Data analytics activity will affect data Privacy. Many countries are enforcing Privacy 
preservation laws. Lack of awareness is also a major reason for privacy attacks. For 
example many smart phones users are not aware of the information that is stolen from 
their phones by many apps. Previous research shows only 17% of smart phone users are 
aware of privacy threats [9].

Privacy preservation methods
Many Privacy preserving techniques were developed, but most of them are based on 
anonymization of data. The list of privacy preservation techniques is given below.

• • K anonymity
• • L diversity
• • T closeness
• • Randomization
• • Data distribution
• • Cryptographic techniques
• • Multidimensional Sensitivity Based Anonymization (MDSBA).

K anonymity [10]

Anonymization is the process of modifying data before it is given for data analytics [11], 
so that de identification is not possible and will lead to K indistinguishable records if 
an attempt is made to de identify by mapping the anonymized data with external data 
sources. K anonymity is prone to two attacks namely homogeneity attack and back 
ground knowledge attack. Some of the algorithms applied include, Incognito [12], Mon-
drian [13] to ensure Anonymization. K anonymity is applied on the patient data shown 
in Table 1. The table shows data before anonymization.

K anonymity algorithm is applied with k value as 3 to ensure 3 indistinguishable 
records when an attempt is made to identify a particular person’s data. K anonymity is 
applied on the two attributes viz. Zip and age shown in Table 1. The result of applying 
anonymization on Zip and age attributes is shown in Table 2.

Table 1  Patient data, before anonymization

Sno Zip Age Disease

1 57677 29 Cardiac problem

2 57602 22 Cardiac problem

3 57678 27 Cardiac problem

4 57905 43 Skin allergy

5 57909 52 Cardiac problem

6 57906 47 Cancer

7 57605 30 Cardiac problem

8 57673 36 Cancer

9 57607 32 Cancer
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The above technique has used generalization [14] to achieve Anonymization. Suppose 
if we know that John is 27 year old and lives in 57677 zip codes then we can conclude 
John to have Cardiac problem even after anonymization as shown in Table  2. This is 
called Homogeneity attack. For example if John is 36 year old and it is known that John 
does not have cancer, then definitely John must have Cardiac problem. This is called as 
background knowledge attack. Achieving K anonymity [15, 16] can be done either by 
using generalization or suppression. K anonymity can optimized if the minimal gener-
alization can be done without huge data loss [17]. Identity disclosure is the major pri-
vacy threat which cannot be guaranteed by K anonymity [18]. Personalized privacy is the 
most important aspect of individual privacy [19].

L diversity

To address homogeneity attack, another technique called L diversity has been proposed. 
As per L diversity there must be L well represented values for the sensitive attribute (dis-
ease) in each equivalence class.

Implementing L diversity is not possible every time because of the variety of data. L 
diversity is also prone to skewness attack. When overall distribution of data is skewed 
into few equivalence classes attribute disclosure cannot be ensured. For example if the 
entire records are distributed into only three equivalence classes then semantic close-
ness of these values may lead to attribute disclosure. Also L diversity may lead to simi-
larity attack. From Table 3 it can be noticed that if we know that John is 27 year old and 
lives in 57677 zip, then definitely John is under low income group because salaries of all 

Table 2  After applying anonymization on Zip and age

Sno Zip Age Disease

1 576** 2* Cardiac problem

2 576** 2* Cardiac problem

3 576** 2* Cardiac problem

4 5790* > 40 Skin allergy

5 5790* > 40 Cardiac problem

6 5790* > 40 Cancer

7 576** 3* Cardiac problem

8 576** 3* Cancer

9 576** 3* Cancer

Table 3  L diversity privacy preservation technique

Sno Zip Age Salary Disease

1 576** 2* 5k Cardiac problem

2 576** 2* 6k Cardiac problem

3 576** 2* 7k Cardiac problem

4 5790* > 40 20k Skin allergy

5 5790* > 40 22k Cardiac problem

6 5790* > 40 24k Cancer
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three persons in 576** zip is low compare to others in the table. This is called as similar-
ity attack.

T closeness

Another improvement to L diversity is T closeness measure where an equivalence class 
is considered to have ‘T closeness’ if the distance between the distributions of sensi-
tive attribute in the class is no more than a threshold and all equivalence classes have T 
closeness [20]. T closeness can be calculated on every attribute with respect to sensitive 
attribute.

From Table 4 it can be observed that if we know John is 27 year old, still it will be dif-
ficult to estimate whether John has Cardiac problem or not and he is under low income 
group or not. T closeness may ensure attribute disclosure but implementing T closeness 
may not give proper distribution of data every time.

Randomization technique

Randomization is the process of adding noise to the data which is generally done by 
probability distribution [21]. Randomization is applied in surveys, sentiment analy-
sis etc. Randomization does not need knowledge of other records in the data. It can be 
applied during data collection and pre processing time. There is no anonymization over-
head in randomization. However, applying randomization on large datasets is not possi-
ble because of time complexity and data utility which has been proved in our experiment 
described below.

We have loaded 10k records from an employee database into Hadoop Distributed File 
System and processed them by executing a Map Reduce Job. We have experimented to 
classify the employees based on their salary and age groups. In order apply randomiza-
tion we added noise in the form of 5k records which are randomly added to make a data-
base of 15k records and following observations were made after running Map Reduce 
job.

• • More number of Mappers and Reducers were used as data volume increased.
• • Results before and after randomization were significantly different.
• • Some of the records which are outliers remain unaffected with randomization and 

are vulnerable to adversary attack.
• • Privacy preservation at the cost of data utility is not appreciated and hence randomi-

zation may not be suitable for privacy preservation especially attribute disclosure.

Table 4  T closeness privacy preservation technique

Sno Zip Age Salary Disease

1 576** 2* 5k Cardiac problem

2 576** 2* 16k Cancer

3 576** 2* 9k Skin allergy

4 5790* > 40 20k Skin allergy

5 5790* > 40 42k Cardiac problem

6 5790* > 40 8k Flu
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Data distribution technique

In this technique, the data is distributed across many sites. Distribution of the data can 
be done in two ways:

i.	 Horizontal distribution of data
ii.	 Vertical distribution of data

Horizontal distribution When data is distributed across many sites with same attrib-
utes then the distribution is said to be horizontal distribution which is described in 
Fig. 1.

Horizontal distribution of data can be applied only when some aggregate functions or 
operations are to be applied on the data without actually sharing the data. For example, 
if a retail store wants to analyse their sales across various branches, they may employ 
some analytics which does computations on aggregate data. However, as part of data 
analysis the data holder may need to share the data with third party analyst which may 
lead to privacy breach. Classification and Clustering algorithms can be applied on dis-
tributed data but it does not ensure privacy. If the data is distributed across different 
sites which belong to different organizations, then results of aggregate functions may 
help one party in detecting the data held with other parties. In such situations we expect 
all participating sites to be honest with each other [21].

Vertical distribution of data When Person specific information is distributed across 
different sites under custodian of different organizations, then the distribution is called 
vertical distribution as shown in Fig. 2. For example, in crime investigations, the police 
officials would like to know details of a particular criminal which include health, profes-
sion, financial, personal etc. All this information may not be available at one site. Such a 
distribution is called vertical distribution where each site holds few set of attributes of a 
person. When some analytics has to be done data has to be pooled in from all these sites 
and there is a vulnerability of privacy breach.

In order to perform data analytics on vertically distributed data, where the attributes 
are distributed across different sites under custodian of different parties, it is highly 

Fig. 1  Distribution of sales data across different sites
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difficult to ensure privacy if the datasets are shared. For example, as part of a police 
investigation, the investigating officer wants to access some information about the 
accused from his employer, health department, bank to gain more insights about the 
character of the person. In this process some of the personal and sensitive information 
of the accused may be disclosed to investigating officer leading to personal embarrass-
ment or abuse. Anonymization cannot be applied when entire records are not needed 
for analytics. Distribution of data will not ensure privacy preservation but it closely 
overlaps with cryptographic techniques.

Cryptographic techniques

The data holder may encrypt the data before releasing the same for analytics. But 
encrypting large scale data using conventional encryption techniques is highly difficult 
and must be applied only during data collection time. Differential privacy techniques 
have already been applied where some aggregate computations on the data are done 
without actually sharing the inputs. For example, if x and y are two data items then a 
function F(x, y) will be computed to gain some aggregate information from both x and 
y without actually sharing x and y. This can be applied on when x and y are held with 
different parties as in the case of vertical distribution. However, if the data is at single 
location under the custodian of a single organization, then differential privacy can-
not be employed. Another similar technique called secure multiparty computation has 
been used but proved to be inadequate in privacy preservation. Data utility will be less 
if encryption is applied during data analytics. Thus encryption is not only difficult to 
implement but it reduces the data utility [22].

Multidimensional Sensitivity Based Anonymization (MDSBA)

Bottom up Generalization [23] and Top down Generalization [24] are the conventional 
methods of Anonymization which were applied on well represented structured data 
records. However, applying the same on large scale data sets is very difficult leading to 

Fig. 2  Vertical distribution of person specific data
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issues of scalability and information loss. Multidimensional Sensitivity Based Anonymi-
zation is a improved version of Anonymization proved to be more effective than conven-
tional Anonymization techniques.

Multidimensional Sensitivity Based Anonymization is an improved Anonymization 
[25] technique such that it can be applied on large data sets with reduced loss of informa-
tion and predefined quasi identifiers. As part of this technique Apache MAP REDUCE 
[26] framework has been used to handle large data sets. In conventional Hadoop Distrib-
uted Files System, the data will be divided into blocks of either 64 MB or 128 MB each 
and distributed across different nodes without considering the data inside the blocks. 
As part of Multidimensional Sensitivity Based Anonymization [27] technique the data is 
split into different bags based on the probability distribution of the quasi identifiers by 
making use of filters in Apache Pig scripting language.

Multidimensional Sensitivity Based Anonymization makes use of bottom up generali-
zation but on a set of attributes with certain class values where class represents a sensi-
tive attributes. Data distribution was made effectively when compared to conventional 
method of blocks. Data Anonymization was done using four quasi identifiers using 
Apache Pig.

Since the data is vertically partitioned into different groups, it can protect from back-
ground knowledge attack if the bag contains only few attributes. This method also 
makes it difficult to map the data with external sources to disclose any person specific 
information.

In this method, the implementation was done using Apache Pig. Apache Pig is a script-
ing language, hence development effort is less. However, code efficiency of Apache Pig is 
relatively less when compared to Map Reduce job because ultimately every Apache Pig 
script has to be converted into a Map Reduce job. Multidimensional Sensitivity Based 
Anonymization [28] is more appropriate for large scale data but only when the data is at 
rest. Multidimensional Sensitivity Based Anonymization cannot be applied for stream-
ing data.

Analysis
Various privacy preservation techniques have been studied with respect to features 
including, type of data, data utility, attribute preservation and complexity. The compari-
son of various privacy preservation techniques is shown in Table 5.

Table 5  Comparison of privacy preservation techniques

Features Privacy preservation techniques

Anonymization 
techniques

Cryptographic 
techniques

Data 
distribution

Randomization MDSBA

Suitability for unstructured data No No No No Yes

Attribute preservation No No No Yes Yes

Damage to data utility No No Yes No Yes

Very complex to apply No Yes Yes Yes Yes

Accuracy of results of data 
analytics

No Yes No No No
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Results and discussions
As part of systematic literature review, it has been observed that all existing mecha-
nisms of privacy preservation are with respect to structured data. More than 80% of data 
being generated today is unstructured [29]. As such, there is a need to address following 
challenges.

i.	 Develop concrete solution to protect privacy in both structured and unstructured 
data.

ii.	 Scalable and robust techniques to be developed to handle large scale heterogeneous 
data sets.

iii.	Data should be allowed to stay in its native form without need for transformation 
and data analytics can be carried out while ensuring privacy preservation.

iv.	New techniques apart from Anonymization must be developed to ensure protection 
against key privacy threats which include identity disclosure, discrimination, surveil-
lance etc.

v.	 Maximizing data utility while ensuring data privacy.

Conclusion
No concrete solution for unstructured data has been developed yet. Conventional 
data mining algorithms can be applied for classification and clustering problems but 
cannot be used in privacy preservation especially when dealing with person specific 
information. Machine learning and soft computing techniques can be used to develop 
new and more appropriate solution to privacy problems which include identity dis-
closure that can lead to personal embarrassment and abuse.

There is a strong need for law enforcement by governments of all countries to 
ensure individual privacy. European Union [30] is making an attempt to enforce pri-
vacy preservation law. Apart from technological solutions, there is a strong need to 
create awareness among the people regarding privacy hazards to safeguard them-
selves form privacy breaches. One of the serious privacy threats is smart phone. Lot 
of personal information in the form of contacts, messages, chats and files are being 
accessed by many apps running in our smart phone without our knowledge. Most 
of the time people do not even read the privacy statement before installing any app. 
Hence there is a strong need to educate people on the various vulnerabilities which 
can contribute to leakage of private information.

We propose a novel privacy preservation model based on Data Lake concept to 
hold variety of data from diverse sources. Data lake is a repository to hold data from 
diverse sources in their raw format [31, 32]. Data ingestion from variety of sources can 
be done using Apache Flume and an intelligent algorithm based on machine learning 
can be applied to identify sensitive attributes dynamically [33, 34]. The algorithm will 
be trained with existing data sets with known sensitive attributes and rigorous train-
ing of the model will help in predicting the sensitive attributes in a given data set [35]. 
Accuracy of the model can be improved by adding more layers of training leading 
to deep learning techniques [36]. Advanced computing techniques like Apache Spark 
can be used in implementing privacy preserving algorithms which is a distributed 
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massive parallel computing with in memory processing to ensure very fast processing 
[37]. The proposed model is shown in Fig. 3.

Data analytics is done on the data collected from various sources. If an ecommerce 
site would like to perform data analytics, they need transactional data, website logs and 
customers opinion through social media pages. A Data lake is used to collect data from 
different sources. Apache Flume is used to ingest data from social media sites, website 
logs into Hadoop Distributed File System(HDFS). Using SQOOP relational data can be 
loaded into HDFS.

In Data lake the data can remain in its native form which is either structured or 
unstructured. When data has to be processed, it can be transformed into HIVE tables. A 
Hadoop map reduce job using machine learning can be executed on the data to classify 
the sensitive attributes [38]. The data can be vertically distributed to separate the sensi-
tive attributes from rest of the data and apply tokenization to map the vertically distrib-
uted data. The data without any sensitive attributes can be published for data analytics.
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