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Introduction
Change is the new norm for the global healthcare sector. In fact, digitization of health 
and patient data is undergoing a dramatic and fundamental shift in the clinical, oper-
ating and business models and generally in the world of economy for the foreseeable 
future. This shift is being spurred by aging populations and lifestyle changes; the prolif-
eration of software applications and mobile devices; innovative treatments; heightened 
focus on care quality and value; and evidence-based medicine as opposed to subjective 
clinical decisions—all of which are leading to offer significant opportunities for support-
ing clinical decision, improving healthcare delivery, management and policy making, 
surveilling disease, monitoring adverse events, and optimizing treatment for diseases 
affecting multiple organ systems [1, 2].

As noted above, big data analytics in healthcare carries many benefits, promises and 
presents great potential for transforming healthcare, yet it raises manifold barriers and 
challenges. Indeed, the concerns over the big healthcare data security and privacy are 
increased year-by-year. Additionally, healthcare organizations found that a reactive, 
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bottom-up, technology-centric approach to determining security and privacy require-
ments is not adequate to protect the organization and its patients [3].

Motivated thus, new information systems and approaches are needed to prevent 
breaches of sensitive information and other types of security incidents so as to make 
effective use of the big healthcare data.

In this paper, we discuss some interesting related works and present risks to the big 
health data security as well as some newer technologies to redress these risks. Then, 
we focus on the big data privacy issue in healthcare, by mentioning various laws and 
regulations established by different regulatory bodies and pointing out some feasible 
techniques used to ensure the patient’s privacy. Thereafter, we provide some proposed 
techniques and approaches that were reported in the literature to deal with security and 
privacy risks in healthcare while identifying their limitations. Lastly, we offer conclu-
sions and highlight the future directions.

Successful related works

Seamless integration of greatly diverse big healthcare data technologies can not only 
enable us to gain deeper insights into the clinical and organizational processes but also 
facilitate faster and safer throughput of patients and create greater efficiencies and help 
improve patient flow, safety, quality of care and the overall patient experience no matter 
how costly it is.

Such was the case with South Tyneside NHS Foundation Trust, a provider of acute 
and community health services in northeast England that understands the importance 
of providing high quality, safe and compassionate care for the patients at all times, but 
needs a better understanding of how its hospitals operate to improve resource allocation 
and wait times and to ensure that any issues are identified early and acted upon [4].

Another example is the UNC Health Care (UNCHC), which is a non-profit integrated 
healthcare system in North Carolina that has implemented a new system allowing cli-
nicians to rapidly access and analyze unstructured patient data using natural-language 
processing. In fact, UNCHC has accessed and analyzed huge quantities of unstruc-
tured content contained in patient medical records to extract insights and predictors of 
readmission risk for timely intervention, providing safer care for high-risk patients and 
reducing re-admissions [5].

Moreover in the United States, the Indiana Health Information Exchange, which is 
a non-profit organization, provides a secure and robust technology network of health 
information linking more than 90 hospitals, community health clinics, rehabilitation 
centers and other healthcare providers in Indiana. It allows medical information to fol-
low the patient hosted in one doctor office or only in a hospital system [6].

One more example is Kaiser Permanente medical network based in California. It has 
more than 9 million members, estimated to manage large volumes of data ranging from 
26.5 Petabytes to 44 Petabytes. [7].

Big data analytics is used also in Canada, e.g. the infant hospital of Toronto. This hos-
pital succeeded to improve the outcomes for newborns prone to serious hospital infec-
tions. Another example is the Artemis project, which is a newborns monitoring platform 
designed mercy to a collaboration between IBM and the Institute of Technology of 
Ontario. It supported the acquisition and the storage of patients’ physiological data and 
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clinical information system data for the objective of online and real time analysis, retro-
spective analysis, and data mining [8].

In Europe and exactly in Italy, the Italian medicines agency collects and analyzes a 
large amount of clinical data concerning expensive new medicines as part of a national 
profitability program. Based on the results, it may reassess the medicines prices and 
market access terms [9].

In the domain of mHealth, the World Health Organization has launched the project 
“Be Healthy Be mobile” in Senegal and under the mDiabetes initiative it supports coun-
tries to set up large-scale projects that use mobile technology, in particular text mes-
saging and apps, to control, prevent and manage non-communicable diseases such as 
diabetes, cancer and heart disease [10]. mDiabetes is the first initiative to take advantage 
of the widespread mobile technology to reach millions of Senegalese people with health 
information and expand access to expertise and care. Launched in 2013, in Costa Rica 
that has been officially selected as the first country, the initiative is working on an mCes-
sation for tobacco program for smoking prevention and helping smokers quit, an mCer-
vical cancer program in Zambia and has plans to roll out mHypertension and mWellness 
programs in other countries.

After Europe, Canada, Australia, Russia, and Latin America, Sophia Genetics [11], 
global leader in data-driven medicine, announced at the recent 2017 Annual Meeting 
of the American College of Medical Genetics and Genomics (ACMG) that its artificial 
intelligence has been adopted by African hospitals to advance patient care across the 
continent.

In Morocco for instance, PharmaProcess in Casablanca, ImmCell, The Al Azhar 
Oncology Center and The Riad Biology Center in Rabat are some medical institutions 
at the forefront of innovation that have started integrating Sophia to speed and analyze 
genomic data to identify disease-causing mutations in patients’ genomic profiles, and 
decide on the most effective care. As new users of SOPHIA, they become part of a larger 
network of 260 hospitals in 46 countries that share clinical insights across patient cases 
and patient populations, which feeds a knowledge-base of biomedical findings to accel-
erate diagnostics and care [12].

While the automations have led to improve patient care workflow and reduce costs, it 
is also rising healthcare data to increase probability of security and privacy breaches. In 
2016, CynergisTek has released the Redspin’s 7th annual breach report: Protected Health 
Information (PHI) [13] in which it has reported that hacking attacks on healthcare pro-
viders were increased 320% in 2016, and that 81% of records breached in 2016 resulted 
from hacking attacks specifically. Additionally, ransomware, defined as a type of mal-
ware that encrypts data and holds it hostage until a ransom demand is met, has identi-
fied as the most prominent threat to hospitals. Additional findings of this report include:

  • 325 large breaches of PHI, compromising 16,612,985 individual patient records.
  • 3,620,000 breached patient records in the year’s single largest incident.
  • 40% of large breach incidents involved unauthorized access/disclosure.
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These findings point to a pressing need for providers to take a much more proactive 
and comprehensive approach to protecting their information assets and combating the 
growing threat that cyber attacks present to healthcare.

Several prosperous initiatives have appeared to help the healthcare industry continu-
ally improve its ability to protect patient information.

In January 2014, for example, the White House, led by President Obama’s Counselor 
John Podesta, undertook a 90-day review of big data and privacy. The review brought 
concrete recommendations to maximize benefits and minimize risks of big data [14, 15], 
namely:

  • Policy attention should focus more on the actual uses of big data and less on its col-
lection and analysis. Such existing policies are unlikely to yield effective strategies for 
improving privacy, or to be scalable over time.

  • Policy concerning privacy protection should be addressing the purpose rather than 
prescribing the mechanism.

  • Research is needed in the technologies that help to protect privacy, in the social 
mechanisms that influence privacy preserving behavior, and in the legal options that 
are robust to changes in technology and create appropriate balance among economic 
opportunity, national priorities, and privacy protection.

  • Increased education and training opportunities concerning privacy protection, 
including career paths for professionals. Programs that provide education leading to 
privacy expertise are essential and need encouragement.

  • Privacy protections should be extended to non-US citizens as privacy is a worldwide 
value that should be reflected in how the federal government handles personally 
identifiable information from non-US citizens [16].

The OECD Health Care Quality Indicators (HCQI) project is responsible for a plan in 
2013/2014 to develop tools to assist countries in balancing data privacy risks and risks 
from not developing and using health data. This plan includes developing a risk categori-
zation of different types and uses of data and the promising practices that countries can 
deploy to reduce risks that directly affect everyone’s daily life and enable data use [17].

Privacy and security concerns in big data

Security and privacy in big data are important issues. Privacy is often defined as hav-
ing the ability to protect sensitive information about personally identifiable health care 
information. It focuses on the use and governance of individual’s personal data like mak-
ing policies and establishing authorization requirements to ensure that patients’ per-
sonal information is being collected, shared and utilized in right ways. While security 
is typically defined as the protection against unauthorized access, with some including 
explicit mention of integrity and availability. It focuses on protecting data from perni-
cious attacks and stealing data for profit. Although security is vital for protecting data 
but it’s insufficient for addressing privacy. Table  1 focuses on additional difference 
between security and privacy.
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Security of big healthcare data

While healthcare organizations store, maintain and transmit huge amounts of data to 
support the delivery of efficient and proper care, the downsides are the lack of technical 
support and minimal security. Complicating matters, the healthcare industry continues 
to be one of the most susceptible to publicly disclosed data breaches. In fact, attackers 
can use data mining methods and procedures to find out sensitive data and release it 
to the public and thus data breach happens. Whereas implementing security measures 
remains a complex process, the stakes are continually raised as the ways to defeat secu-
rity controls become more sophisticated.

Accordingly, it is critical that organizations implement healthcare data security solu-
tions that will protect important assets while also satisfying healthcare compliance 
mandates.

A. Big data security lifecycle

In terms of security and privacy perspective, Kim et al. [18] argue that security in big data 
refers to three matters: data security, access control, and information security. In this 
regards, healthcare organizations must implement security measures and approaches to 
protect their big data, associated hardware and software, and both clinical and admin-
istrative information from internal and external risks. At a project’s inception, the data 
lifecycle must be established to ensure that appropriate decisions are made about reten-
tion, cost effectiveness, reuse and auditing of historical or new data [19].

Yazan et al. [20] suggested a big data security lifecycle model extended from Xu et al. 
[21]. This model is designed to address the phases of the big data lifecycle and corre-
late threats and attacks that face big data environment within these phases, while [21] 
address big data lifecycle from user role perspective: data provider, data collector, data 
miner, and decision maker. The model proposed in [20] comprised of four interconnect-
ing phases: data collection phase, data storage phase, data processing and analysis, and 
knowledge creation.

Furthermore, CCW (The Chronic Conditions Data Warehouse) follows a formal infor-
mation security lifecycle model, which consists of four core phases that serve to identify, 
assess, protect and monitor against patient data security threats. This lifecycle model is 
continually being improved with emphasis on constant attention and continual monitor-
ing [21].

Table 1 Differentiation between security and privacy

Security Privacy

Security is the “confidentiality, integrity and availability” 
of data

Privacy is the appropriate use of user’s information

Various techniques like Encryption, Firewall, etc. are 
used in order to prevent data compromise from 
technology or vulnerabilities in the network of an 
organization

The organization can’t sell its patient/user’s information 
to a third party without prior consent of the user

It may provide for confidentiality or protect an enter‑
prise or agency

It concerns with patient’s right to safeguard their infor‑
mation from any other parties

Security offers the ability to be confident that decisions 
are respected

Privacy is the ability to decide what information of an 
individual goes and where to
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In this paper, we suggest a model that combines the phases presented in [20] and 
phases mentioned in [21], in order to provide encompass policies and mechanisms that 
ensure addressing threats and attacks in each step of big data life cycle. Figure 1 presents 
the main elements in big data lifecycle in healthcare.

  • Data collection phase This is the obvious first step. It involves collecting data from 
different sources in various formats. From a security perspective, securing big health 
data technology is a necessary requirement from the first phase of the lifecycle. 
Therefore, it is important to gather data from trusted sources, preserve patient pri-
vacy (there must be no attempt to identify the individual patients in the database) 
and make sure that this phase is secured and protected. Indeed, some mature secu-
rity measures must be used to ensure that all data and information systems are pro-
tected from unauthorized access, disclosure, modification, duplication, diversion, 
destruction, loss, misuse or theft.

  • Data transformation phase Once the data is available, the first step is to filter and 
classify the data based on their structure and do any necessary transformations in 
order to perform meaningful analysis. More broadly, data filtering, enrichment and 
transformation are needed to improve the quality of the data ahead of analytics or 
modeling phase and remove or appropriately deal with noise, outliers, missing val-
ues, duplicate data instances, etc. On the other side, the collected data may contain 

Fig. 1 Big data security life cycle in healthcare
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sensitive information, which makes extremely important to take sufficient precau-
tions during data transformation and storing. In order to guarantee the safety of the 
collected data, the data should remain isolated and protected by maintaining access-
level security and access control (utilizing an extensive list of directories and data-
bases as a central repository for user credentials, application logon templates, pass-
word policies and client settings) [22], and defining some security measures like data 
anonymization approach, permutation, and data partitioning.

  • Data modeling phase Once the data has been collected, transformed and stored in 
secured storage solutions, the data processing analysis is performed to generate use-
ful knowledge. In this phase, supervised data mining techniques such as clustering, 
classification, and association can be employed for feature selection and predictive 
modeling. Further, there also exist several ensembles of learning techniques that 
improve accuracy and robustness of the final model. On the other side, it is crucial to 
provide secure processing environment. In fact, the focus of data miners in this phase 
is to use powerful data mining algorithms that can extract sensitive data. Therefore, 
the process of data mining and the network components in general, must be config-
ured and protected against data mining based attacks and any security breach that 
may happen, as well as make sure that only authorized staff work in this phase. This 
process helps eliminate some vulnerabilities and mitigates others to a lower risk level.

  • Knowledge creation phase Finally, the modeling phase comes up with new informa-
tion and valued knowledges to be used by decision makers. These created knowl-
edges are considered sensitive data, especially in a competitive environment. Indeed, 
healthcare organizations aware of their sensitive data (e.g. patient personal data) not 
to be publicly released. Accordingly, security compliance and verification are a pri-
mary objective in this phase.

At all stages of big data lifecycle, it requires data storage, data integrity and data access 
control.

B. Technologies in use

Various technologies are in use to ensure security and privacy of big healthcare data. 
Most widely used technologies are:

1) Authentication Authentication is the act of establishing or confirming claims made 
by or about the subject are true and authentic. It serves vital functions within any organ-
ization: securing access to corporate networks, protecting the identities of users, and 
ensuring that the user is really who he is pretending to be.

The information authentication can pose special problems, especially man-in-the-
middle (MITM) attacks. Most cryptographic protocols include some form of endpoint 
authentication specifically to prevent MITM attacks. For instance [23], transport layer 
security (TLS) and its predecessor, secure sockets layer (SSL), are cryptographic pro-
tocols that provide security for communications over networks such as the Internet. 
TLS and SSL encrypt the segments of network connections at the transport layer end-
to-end. Several versions of the protocols are in widespread use in applications like web 
browsing, electronic mail, Internet faxing, instant messaging and voice-over-IP (VoIP). 
One can use SSL or TLS to authenticate the server using a mutually trusted certification 



Page 8 of 18Abouelmehdi et al. J Big Data  (2018) 5:1 

authority. Hashing techniques like SHA-256 [24] and Kerberos mechanism based on 
Ticket Granting Ticket or Service Ticket can be also implemented to achieve authenti-
cation. Additionally, Bull Eye algorithm can be used for monitoring all sensitive infor-
mation in 360°. This algorithm has been used to make sure data security and manage 
relations between original data and replicated data. It is also allowed only to an author-
ized person to read or write critical data. Paper [25] proposes a novel and simple authen-
tication model using one time pad algorithm. It provides removing the communication 
of passwords between the servers. In a healthcare system, both healthcare information 
offered by providers and identities of consumers should be verified at the entry of every 
access.

2) Encryption Data encryption is an efficient means of preventing unauthorized access 
of sensitive data. Its solutions protect and maintain ownership of data throughout its 
lifecycle—from the data center to the endpoint (including mobile devices used by physi-
cians, clinicians, and administrators) and into the cloud. Encryption is useful to avoid 
exposure to breaches such as packet sniffing and theft of storage devices.

Healthcare organizations or providers must ensure that encryption scheme is efficient, 
easy to use by both patients and healthcare professionals, and easily extensible to include 
new electronic health records. Furthermore, the number of keys hold by each party 
should be minimized.

Although various encryption algorithms have been developed and deployed relatively 
well (RSA, Rijndael, AES and RC6 [24, 26, 27], DES, 3DES, RC4 [28], IDEA, Blowfish …), 
the proper selection of suitable encryption algorithms to enforce secure storage remains 
a difficult problem.

3) Data masking Masking replaces sensitive data elements with an unidentifiable 
value. It is not truly an encryption technique so the original value cannot be returned 
from the masked value. It uses a strategy of de-identifying data sets or masking personal 
identifiers such as name, social security number and suppressing or generalizing quasi-
identifiers like date-of-birth and zip-codes. Thus, data masking is one of the most pop-
ular approach to live data anonymization. k-anonymity first proposed by Swaney and 
Samrati [29, 30] protects against identity disclosure but failed to protect against attribute 
disclosure. Truta et al. [31] have presented p-sensitive anonymity that protects against 
both identity and attribute disclosure. Other anonymization methods fall into the classes 
of adding noise to the data, swapping cells within columns and replacing groups of k 
records with k copies of a single representative. These methods have a common problem 
of difficulty in anonymizing high dimensional data sets [32, 33].

A significant benefit of this technique is that the cost of securing a big data deploy-
ment is reduced. As secure data is migrated from a secure source into the platform, 
masking reduces the need for applying additional security controls on that data while it 
resides in the platform.

4) Access control Once authenticated, the users can enter an information system but 
their access will still be governed by an access control policy which is typically based on 
privileges and rights of each practitioner authorized by patient or a trusted third party. 
It is then, a powerful and flexible mechanism to grant permissions for users. It provides 
sophisticated authorization controls to ensure that users can perform only the activities 
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for which they have permissions, such as data access, job submission, cluster administra-
tion, etc.

A number of solutions have been proposed to address the security and access con-
trol concerns. Role-based access control (RBAC) [34] and attribute-based access control 
(ABAC) [35, 36] are the most popular models for EHR. RBAC and ABAC have shown 
some limitations when they are used alone in medical system. Paper [37] proposes also a 
cloud-oriented storage efficient dynamic access control scheme ciphertext based on the 
CP-ABE and a symmetric encryption algorithm (such as AES). To satisfy requirements 
of fine-grained access control yet security and privacy preserving, we suggest adopting 
technologies in conjunction with other security techniques, e.g. encryption, and access 
control methods.

5) Monitoring and auditing Security monitoring is gathering and investigating network 
events to catch the intrusions. Audit means recording user activities of the healthcare 
system in chronological order, such as maintaining a log of every access to and modifica-
tion of data. These are two optional security metrics to measure and ensure the safety of 
a healthcare system [38].

Intrusion detection and prevention procedures on the whole network traffic is quite 
tricky. To address this problem, a security monitoring architecture has been developed 
via analyzing DNS traffic, IP flow records, HTTP traffic and honeypot data [39]. The 
suggested solution includes storing and processing data in distributed sources through 
data correlation schemes. At this stage, three likelihood metrics have been calculated 
to identify whether domain name, packet or flow is malicious. Depending on the score 
obtained through this calculation, an alert occurs in detection system or process termi-
nate by prevention system. According to performance analysis with open source big data 
platforms on electronic payment activities of a company data, Spark and Shark produce 
fast and steady results than Hadoop, Hive and Pig [40].

Big data network security systems should be find abnormalities quickly and identify 
correct alerts from heterogeneous data. Therefore, a big data security event monitoring 
system model has been proposed which consists of four modules: data collection, inte-
gration, analysis, and interpretation [41]. Data collection includes security and network 
devices logs and event information. Data integration process is performed by data filter-
ing and classifying. In data analysis module, correlations and association rules are deter-
mined to catch events. Finally, data interpretation provides visual and statistical outputs 
to knowledge database that makes decisions, predicts network behavior and responses 
events.

Privacy of big healthcare data

The invasion of patient privacy is considered as a growing concern in the domain of big 
data analytics due to the emergence of advanced persistent threats and targeted attacks 
against information systems. As a result, organizations are in challenge to address 
these different complementary and critical issues. An incident reported in the Forbes 
magazine raises an alarm over patient privacy [42]. In the report, it mentioned that 
Target Corporation sent baby care coupons to a teen-age girl unbeknown to her par-
ents. This incident impels analytics and developers to consider privacy in big data. They 
should be able to verify that their applications conform to privacy agreements and that 
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sensitive information is kept private regardless of changes in applications and/or privacy 
regulations.

Privacy of medical data is then an important factor which must be seriously consid-
ered. We cite in the next paragraph some of laws on the privacy protection worldwide.

Data protection laws

More than ever it is crucial that healthcare organizations manage and safeguard personal 
information and address their risks and legal responsibilities in relation to processing 
personal data, to address the growing thicket of applicable data protection legislation. 
Different countries have different policies and laws for data privacy. Data protection reg-
ulations and laws in some of the countries along with salient features are listed in Table 2 
below.

Privacy preserving methods in big data

Few traditional methods for privacy preserving in big data are described in brief here. 
Although these techniques are used traditionally to ensure the patient’s privacy [43–45], 
their demerits led to the advent of newer methods.

A. De‑identification

De-identification is a traditional method to prohibit the disclosure of confidential infor-
mation by rejecting any information that can identify the patient, either by the first 
method that requires the removal of specific identifiers of the patient or by the second 
statistical method where the patient verifies himself that enough identifiers are deleted. 
Nonetheless, an attacker can possibly get more external information assistance for de-
identification in big data. As a result, de-identification is not sufficient for protecting big 
data privacy. It could be more feasible through developing efficient privacy-preserving 
algorithms to help mitigate the risk of re-identification. The concepts of k-anonymity 
[46–48], l-diversity [47, 49, 50] and t-closeness [46, 50] have been introduced to enhance 
this traditional technique.

•  k-anonymity In this technique, the higher the value of k, the lower will be the probabil-
ity of re-identification. However, it may lead to distortions of data and hence greater 
information loss due to k-anonymization. Furthermore, excessive anonymization 
can make the disclosed data less useful to the recipients because some of the analysis 
becomes impossible or may produce biased and erroneous results. In k-anonymiza-
tion, if the quasi-identifiers containing data are used to link with other publicly avail-
able data to identify individuals, then the sensitive attribute (like disease) as one of 
the identifier will be revealed. Table 3 is a non-anonymized database consisting of the 
patient records of some fictitious hospital in Casablanca.

There are six attributes along with five records in this data. There are two regular tech-
niques for accomplishing k-anonymity for some value of k.

The first one is Suppression: in this method, an asterisk ‘*’ could supplant certain val-
ues of the attributes. All or some of the values of a column may be replaced by ‘*’. In the 
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anonymized Table 4, replaced each of the values in the ‘Name’ attribute and all the val-
ues in the ‘Religion’ attribute by a ‘*’.

The second method is Generalization: In this method, individual values of attributes 
are replaced with a broader category. For instance, The Birth field has been generalized 
to the year (e.g. the value ‘21/11/1972’ of the attribute ‘Birth’ may be supplanted by the 
year ‘1972’). The ZIP Code field has been also generalized to indicate the wider area 
(Casablanca).

Table  4 has 2-anonymity with respect to the attributes ‘Birth’, ‘Sex’ and ‘ZIP Code’ 
since for any blend of these attributes found in any row of the table there are always no 
less than two rows with those exact attributes. Each “quasi-identifier” tuple occurs in 
at least k records for a dataset with k-anonymity. k-anonymous data can still be help-
less against attacks like unsorted matching attack, temporal attack, and complemen-
tary release attack [50, 51]. On the bright side, the complexity of rendering relations of 
private records k-anonymous, while minimizing the amount of information that is not 

Table 2 Data protection laws in some of the countries

Country Law Salient features

USA HIPAA Act
Patient Safety and Quality 

Improvement Act (PSQIA) 
HITECH Act

Requires the establishment of national standards for electronic health‑
care transactions. Gives the right to privacy to individuals from age 12 
through 18

Signed disclosure from the affected before giving out any information 
on provided healthcare to anyone, including parents

Patient Safety Work Product must not be disclosed [63]
Individual violating the confidentiality provisions is subject to a civil 

penalty
Protect security and privacy of electronic health information

EU Data Protection Directive Protect people’s fundamental rights and freedoms and in particular 
their right to privacy with respect to the processing of personal data 
[64]

Canada Personal Information 
Protection and Electronic 
Documents Act (‘PIPEDA’)

Individual is given the right to know the reasons for collection or use 
of personal information, so that organizations are required to protect 
this information in a reasonable and secure way [65]

UK Data Protection Act (DPA) Provides a way for individuals to control information about themselves
Personal data shall not be transferred to a country or territory outside 

the European Economic Area unless that country or territory ensures 
an adequate level of protection for the rights and freedoms of data 
subjects

Morocco The 09‑08 act, dated on 18 
February 2009

Protects the one’s privacy through the establishment of the CNDP 
authority by limiting the use of personal and sensitive data using the 
data controllers in any data processing operation [66]

Russia Russian Federal Law on 
Personal Data

Requires data operators to take “all the necessary organizational and 
technical measures required for protecting personal data against 
unlawful or accidental access”

India IT Act and IT (Amendment) 
Act

Implement reasonable security practices for sensitive personal data or 
information. Provides for compensation to person affected by wrong‑
ful loss or wrongful gain. Provides for imprisonment and/or fine for 
a person who causes wrongful loss or wrongful gain by disclosing 
personal information of another person while providing services 
under the terms of lawful contract

Brazil Constitution The intimacy, private life, honor and image of the people are inviolable, 
with assured right to indigenization by material or moral damage 
resulting from its violation

Angola Data Protection Law (Law 
no. 22/11 of 17 June)

With respect to sensitive data processing, collection and processing is 
only allowed where there is a legal provision allowing such process‑
ing and prior authorization from the APD is obtained
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released and simultaneously ensure the anonymity of individuals up to a group of size 
k, and withhold a minimum amount of information to achieve this privacy level and this 
optimization problem is NP-hard [52].

Various measures have been proposed to quantify information loss caused by 
anonymization, but they do not reflect the actual usefulness of data [53, 54]. Therefore, 
we move towards L-diversity strategy of data anonymization.

  • L-diversity It is a form of group based anonymization that is utilized to safeguard 
privacy in data sets by diminishing the granularity of data representation. This model 
(Distinct, Entropy, Recursive) [46, 47, 51] is an extension of the k-anonymity which 
utilizes methods including generalization and suppression to reduce the granularity 
of data representation in a way that any given record maps onto at least k differ-
ent records in the data. The l-diversity model handles a few of the weaknesses in the 
k-anonymity model in which protected identities to the level of k-individuals is not 
equal to protecting the corresponding sensitive values that were generalized or sup-
pressed. The problem with this method is that it depends upon the range of sensitive 
attribute. If want to make data L-diverse though sensitive attribute has not as much 
as different values, fictitious data to be inserted. This fictitious data will improve the 
security but may result in problems amid analysis. As a result, L-diversity method is 
also a subject to skewness and similarity attack [51] and thus can’t prevent attribute 
disclosure.

  • T-closeness Is a further improvement of l-diversity group based anonymization. The 
t-closeness model (equal/hierarchical distance) [46, 50] extends the l-diversity model 
by treating the values of an attribute distinctly, taking into account the distribution 
of data values for that attribute. The main advantage of this technique is that it inter-
cepts attribute disclosure, and its problem is that as size and variety of data increase, 
the odds of re-identification increase too.

Table 3 A non-anonymized database comprising of the patient records

Name Birth Sex ZIP code Religion Disease

Yasmine 12/03/1962 Female 20502 Muslim Heart‑related

Khalid 21/11/1962 Male 20042 Muslim Cancer

John 01/08/1964 Male 20056 Christian Viral infection

Aicha 30/01/1962 Female 29004 Muslim Diabetes mellitus

Abraham 15/09/1964 Male 20303 Jewish Pneumonia

Table 4 2-anonymity with respect to the attributes ‘Birth’, ‘Sex’ and ‘ZIP code’

Name Birth Sex ZIP code Religion Disease

* 1962 Female 20000 * Heart‑related

* 1962 Male 20000 * Cancer

* 1964 Male 20000 * Viral infection

* 1962 Female 20000 * Diabetes mellitus

* 1964 Male 20000 * Pneumonia
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B. HybrEx

Hybrid execution model [55] is a model for confidentiality and privacy in cloud comput-
ing. It utilizes public clouds only for an organization’s non-sensitive data and computa-
tion classified as public, i.e., when the organization declares that there is no privacy and 
confidentiality risk in exporting the data and performing computation on it using public 
clouds, whereas for an organization’s sensitive, private data and computation, the model 
executes their private cloud. Moreover, when an application requires access to both the 
private and public data, the application itself also gets partitioned and runs in both the 
private and public clouds. It considers data sensitivity before a job’s execution and pro-
vides integration with safety.

The four categories in which HybrEx MapReduce enables new kinds of applications 
that utilize both public and private clouds are as shown in Fig. 2:

1. Map hybrid (1a) The map phase is executed in both the public and the private clouds 
while the reduce phase is executed in only one of the clouds.

2. Vertical partitioning (1b) Map and reduce tasks are executed in the public cloud 
using public data as the input, shuffle intermediate data amongst them, and store the 
result in the public cloud. The same work is done in the private cloud with private 
data. The jobs are processed in isolation.

3. Horizontal partitioning (1c) The map phase is executed only in public clouds, while 
the reduce phase is executed in a private cloud.

4. Hybrid (1d) The map phase and the reduce phase are executed on both public and 
private clouds. Data transmission among the clouds is also possible.

The problem with HybridEx is that it does not deal with the key that is generated at 
public and private clouds in the map phase and that it deals only with cloud as an adver-
sary [55].

C. Identity based anonymization

It is a type of information sanitization whose intent is privacy protection. It is the pro-
cess of either encrypting or removing personally identifiable information from data sets, 
so that the people whom the data describe remain anonymous. The main difficulty with 
this technique involves combining anonymization, privacy protection, and big data tech-
niques [56] to analyze usage data while protecting the identities.

Fig. 2 The four Execution categories for HybrEx MapReduce [62]. a Map hybrid. b Horizontal partitioning. c 
Vertical partitioning. d Hybrid
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Intel Human Factors Engineering team needed to protect Intel employees’ privacy 
using web page access logs and big data tools to enhance convenience of Intel’s heavily 
used internal web portal. They were required to remove personally identifying informa-
tion (PII) from the portal’s usage log repository but in a way that did not influence the 
utilization of big data tools to do analysis or the ability to re-identify a log entry in order 
to investigate unusual behavior.

To meet the significant benefits of Cloud storage [57], Intel created an open architec-
ture for anonymization [56] that allowed a variety of tools to be utilized for both de-
identifying and re-identifying web log records. In the implementing architecture process, 
enterprise data has properties different from the standard examples in anonymization 
literature [58]. Intel also found that in spite of masking obvious Personal Identification 
Information like usernames and IP addresses, the anonymized data was defenseless 
against correlation attacks. After exploring the tradeoffs of correcting these vulnerabili-
ties, they found that User Agent information strongly correlates to individual users. This 
is a case study of anonymization implementation in an enterprise, describing require-
ments, implementation, and experiences encountered when utilizing anonymization to 
protect privacy in enterprise data analyzed using big data techniques. This investigation 
of the quality of anonymization used k-anonymity based metrics. Intel used Hadoop to 
analyze the anonymized data and acquire valuable results for the Human Factors ana-
lysts [59, 60]. At the same time, it learned that anonymization needs to be more than 
simply masking or generalizing certain fields—anonymized datasets need to be carefully 
analyzed to determine whether they are vulnerable to attack.

Summary on recent approaches used in big data privacy

In this paper, we have investigated the security and privacy challenges in big data, by 
discussing some existing approaches and techniques for achieving security and privacy 
in which healthcare organizations are likely to be highly beneficial. In this section, we 
focused on citing some approaches and techniques presented in different papers with 
emphasis on their focus and limitations (Table  5).  Paper [61] for example, proposed 
privacy preserving data mining techniques in Hadoop.  Paper [67] introduced also  an 
efficient and privacy-preserving cosine similarity computing protocol and paper [68] dis-
cussed how an existing approach “differential privacy” is suitable for big data. Moreover, 
paper [69] suggested a scalable approach to anonymize large-scale data sets. Paper [70] 
proposed various privacy issues dealing with big data applications, while paper [71] pro-
posed an anonymization algorithm to speed up anonymization of big data streams. In 
addition, paper [72] suggested a novel framework to achieve privacy-preserving machine 
learning and paper [73] proposed methodology provides data confidentiality and secure 
data sharing. All these techniques and approaches have shown some limitations.

These increased complexity and limits make the new models more difficult to interpret 
and their reliability less easy to assess, compared to previous models.

Conclusion
Whereas the potential opportunities offered for big data in the healthcare arena are 
unlimited (e.g. drive health research, knowledge discovery, clinical care, and personal 
health management), there are several obstacles that impede its true potential, including 
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technical challenges, privacy and security issues and skilled talent. Big data security and 
privacy are considered huge obstacles for researchers in this field.

In this paper, we have briefly discussed some successful related work across the world. 
We have also presented privacy and security issues in each phase of big data lifecycle 
along with the advantages and flaws of existing technologies in the context of big health-
care data privacy and security.

We mainly reviewed the privacy preservation methods that have been used recently in 
healthcare and discussed how encryption and anonymization methods have been used 
for health care data protection as well as presented their limitations. Additionally, there 
are more various techniques include hiding a needle in a haystack [61], Attribute based 
encryption Access control, Homomorphic encryption, Storage path encryption and so 
on. However, the problem is always imposed.

In this context, as our future direction, perspectives consist in achieving effective solu-
tions in privacy and security in the era of big healthcare data. As well, privacy methods 
need to be enhanced.

Also with the rapid development of IoT, the greater the quantity, the lower the qual-
ity. Consequently, quality of data should not be affected more by privacy preserving 
algorithms to get the appropriate result by researchers. And to go further, we will try 

Table 5 Summary on recent approaches used in big data privacy

Paper Focus Limitations

[56] Discusses experiences and issues encountered 
when successfully combined anonymization, 
privacy protection, and Big data techniques to 
analyze usage data while protecting the identi‑
ties of users

It still uses K‑anonymity technique which is vulner‑
able to correlation attack

[61] Proposed the privacy preserving data mining 
techniques in Hadoop, i.e. solve privacy viola‑
tion without utility degradation

Its execution time is affected by noise size

[67] Introduced an efficient and privacy‑preserving 
cosine similarity computing protocol

Need significant research efforts for addressing 
unique privacy issues in some specific big data 
analytics

[68] Discussed and suggested how an existing 
approach “differential privacy” is suitable for big 
data

This method depends totally on calculation of the 
amount of noise by the curator. So, if curator is 
compromised the whole system fails

[69] Proposed a scalable two‑phase top‑down spe‑
cialization (TDS) approach to anonymize large‑
scale data sets using the MapReduce framework 
on cloud

It uses anonymization technique which is vulner‑
able to correlation attack

[70] Proposed various privacy issues dealing with big 
data applications

Customer segmentation and profiling can easily 
lead to discrimination based on age gender, 
ethnic background, health condition, social, 
background, and so on

[71] Proposed an anonymization algorithm (FAST) to 
speed up anonymization of big data streams

Further research required to design and implement 
FAST in a distributed cloud‑based framework 
in order to gain cloud computation power and 
achieve high scalability

[72] The novel framework proposed into achieve 
privacy‑preserving machine learning

The training data are distributed and each shared 
data portion of large volume, is not able to 
achieve distributed feature selection

[73] Proposed methodology provides data confidenti‑
ality, secure data sharing without Re‑encryption 
and access control for malicious insiders and 
forward and backward access control

Limiting the trust level in the cryptographic server
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to solve the problem of reconciling security and privacy models by simulating diverse 
approaches to ultimately support decision making and planning strategies.
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