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Introduction
Pollution is a significant issue, affecting water, air, noise levels, land, or any other aspect 
of our environment. Every living human seeks a healthy life. They need clean water, fresh 
air, a peaceful day, and eco-friendly surroundings. But imagine - what if all these signifi-
cant sources are contaminated? The drinking water gets infected with chemicals, breath-
ing becomes difficult due to toxins in the air, and the surroundings are noisy and chaotic. 
How difficult would life become? Pollution, in a way, is a concern. However, water and 
air pollution are the most alarming of all.
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Abstract
Air is an essential human necessity, and inhaling filthy air poses a significant 
health risk. One of the most severe hazards to people’s health is air pollution, and 
appropriate precautions should be taken to monitor and anticipate its quality in 
advance. Among all the countries, the air quality in India is decreasing daily, which is 
a matter of concern to the health department. Many studies use machine learning 
and Deep learning methods to predict atmospheric pollutant levels, prioritizing 
accuracy over interpretability. Many research studies confuse researchers and 
readers about how to proceed with further research. This paper aims to give every 
detail of the considered air pollutants and brief about the techniques used, their 
advantages, and challenges faced during pollutant prediction, which leads to a 
better understanding of the techniques before starting any research related to air 
pollutant prediction. This paper has given numerous prospective questions on air 
pollution that piqued the study’s interest. This study discussed various machine 
and deep learning methods and optimization techniques. Despite all the discussed 
machine learning and deep learning techniques, the paper concluded that more 
datasets, better learning techniques, and a variety of suggestions would enhance 
interpretability while maintaining high accuracy for air pollution prediction. The 
purpose of this review is also to reveal how a family of neural network algorithms has 
helped researchers across the globe to predict air pollutant(s).

Keywords Air pollutants, AQI, Correlation, Meteorological factors, Module, Pollution, 
Prediction, Uncertainty
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With the rapid increase in the worldwide population, the demand for necessities like 
food, land, and water has also peaked. Countries like China and India are topping the 
list for being the most populated countries. Still, according to diverse research found 
on the internet, the population in China is moderately high compared to others [1]. 
The increasing rate of population explicitly affects the environment, and air pollution 
has emerged as a significant challenge in recent years. India has been ranked among 
the most populated countries, with 1.40 billion people [2] accounting for 17.71% of the 
global population. In the past few years, the birth and death ratios, and especially the 
death rate due to pollution, have drastically increased, as shown in Table 1.

Air pollutants

Air pollution has reached crisis levels in most major cities, necessitating air quality pre-
dictions. The variety of temporal sequence information, combining one-dimensional and 
multidimensional panels, makes air quality prediction challenging. Before delving into 
the details of pollutant prediction, it is essential to identify the types of pollutants that 
exist and understand how they react to various situations (Table 2).

Table 1 Birth rate and death rate over the last eight years in India
Population Year Birth Rate Death Rate Infant mortality rate Death rate Due to Pollution
1.32 billion 2016 18.3 births* 7.3 deaths* 33.1 deaths# 1.0 million [3]
1.33 billion 2017 18 births* 7.3 deaths* 31.4 deaths# 1.2 million [4]
1.35 billion 2018 17.8 births* 7.3 deaths* 29.7 deaths# 1.2 million [5]
1.36 billion 2019 17.6 births* 7.2 deaths* 28.3 deaths# 1.6 million [6]
1.38 billion 2020 17.4 births* 7.3 deaths* 29.07 deaths# 0.12 million [7]
1.39 billion 2021 17.37 births* 7.3 deaths* 28.77 deaths# -
1.4 billion 2022 17.163 births* 7.380 deaths* 27.693 deaths# -
1.43 billion 2023 16.949 births* 7.416 deaths* 26.619 deaths# -
*per 1000 population

#per 1000 live births

Table 2 Air pollutants details
S. No. Air 

Pollutant
Name Detail

1 PM2.5 Particulate Matter 
(2.5 micrometers)

This pollutant can enter the lower respiratory system, producing 
respiratory illnesses, and is linked to increased death rates in children 
with asthma and allergies.

2 PM10 Particulate Matter 
(10 micrometers)

This pollutant penetrates the pulmonary alveoli after setting in the 
upper respiratory tract, affecting respiratory and cardiovascular 
diseases and possibly causing cancer.

3 O3 Ozone It is an oxidizing contaminant that impacts living organisms. As a 
result, it is linked to several human health problems and is one of the 
most frequent pollutants in the atmosphere.

4 CO Carbon Monoxide This pollutant is a highly hazardous gas that is colorless, tasteless, 
and odorless. Prolonged exposure can be lethal. Furthermore, a 
carbon monoxide oxidation procedure produces carbon dioxide, the 
primary greenhouse gas precursor.

5 NO2 Nitrogen Oxide This pollutant causes the development of suspended particles and is 
a precursor to ozone and acid rain. High concentrations cause health 
concerns by cracking tissues and disrupting the respiratory tract.

6 SO2 Sulfur Oxide The pollutant is a precursor to acid rain-suspended particles affect-
ing the respiratory tract.
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a. Primary Pollutants: These pollutants are found directly in the air. Emissions from 
automobiles, power plants, biomass burning, forest fires, volcanoes, and other sources 
can all contribute to these problems. Gasoline and diesel are the key sources of air 
pollution in transportation. Industries produce primary pollutants such as NO2, CO, 
SOx, PM, Mercury, Organic Compounds (VOCs), and others in large quantities.

b. Secondary Pollutants: Secondary pollutants form from primary pollutants reacting 
with each other or with molecules in the atmosphere rather than being directly 
generated from sources. O3, sulphuric acid and nitric acids are secondary pollutants, 
as are Peroxyacyl Nitrates (PANs), Smog, PM, and NO2.

c. Airborne air pollutants, such as persistent organic pollutants (POPs), CO, sulfur 
oxide, and nitrogen oxide, exist in the atmosphere. Penetration can occur in various 
forms: as volatile gases like ozone and benzene, as droplets such as sulfuric acid and 
nitrogen dioxide, or as particulate matter including diesel exhaust and aromatic 
hydrocarbons.

d. Aerosol Pollutants: Fog, dust, forest exudates, and geyser steam are naturally 
occurring aerosols. Aerosols are invisible. Microscopic particles comprise a few 
molecules; some are visible but still very small. Haze, delicate particulate matter, and 
smoke are examples of anthropogenic aerosols. Aerosols have an indirect or negligible 
influence on greenhouse gases, causing cooling. It can scatter light and alter the 
reflectance of the earth’s surface. Frequent aerosols include sea salt, dust, and volcanic 
ash.

e. Particulate Matter: It can be caused by both human and natural factors. Natural 
activities that create PM include road dust into the air, agriculture (stub burning, 
woodland burning, etc.), industrial processes, fossil fuel combustion, etc. The wind 
blows dust, and wildfires contribute to the production of PM. Particles with dimensions 
of 10 micrometers or 2.5 micrometers are produced by forest fires, volcanoes, dust 
storms, and human activities such as stubble burning and burning fossil fuels through 
vehicles, power stations, and road dust.

f. Meteorological Data: It is known as a weather pattern. It helps to locate pollution 
sources and predict days with high pollutant concentrations. Computation models 
also contribute to the estimation of air quality. For example, weather data can include 
sun radiation, temperature, humidity, wind direction, and speed.

g. Air Quality Index: It determines the cleanliness of the air and its impact on 
public health. To calculate AQI according to the Indian Government (CPCB), out 
of the available air pollutants, at least three air pollutants should be present for the 
calculation. Out of those three pollutants, one must be PM10 or PM2.5, or both. It is 
used to keep the public’s health safe. A higher number on the AQI scale, which ranges 
from 0 to 500, denotes more polluted air and a higher danger to health, and depending 
upon the AQI level, the impact on people’s health can be identified (Table 3).

Pollution affects three broad areas

a. Pollution Affects Ecosystem: Acid Rain is caused mainly by air pollution, and it 
has the most significant impact on plants that rely on rainwater. The most dangerous 
pollutants impacting plants include ammonia, nitrogen dioxide, sulfur dioxide, and 
ozone, which can kill the entire flora.
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i. Sulphur: Sulphur levels in lakes and streams that are too high can harm plants and 
forest soil.

ii. Nitrogen: When deposited on surface water, it may affect aquatic vegetation and 
species.

iii. Ozone: It damages tree leaves in protected natural areas and hurts scenic.
iv. Mercury: It is a heavy metal complex released into the environment and deposited on 

land and water, accumulating in plants and animals, some of which people consume 
directly or indirectly.

v. Particulate Matter: When particle pollution levels are high in one place, it can seriously 
affect forests, wildlife, and coastal areas. Large areas of dead trees are common in 
PM-affected ecosystems because when groundwater becomes too acidic, critical 
minerals drain out of the soil, preventing plants from growing.

b. Pollution Affects Public Health: Air pollution, whether indoor or outdoor, impacts 
people’s lives. Particulate matter, sulfur dioxide, nitrogen dioxide, and ozone are the 
pollutants that have the most significant evidence to be harmful to public health. The 
health risks associated with particulate matter smaller than 10 and 2.5 millimeters in 
diameter are detailed in Table 4. PM can enter the lungs and circulatory system, causing 
cardiovascular, cerebrovascular, and respiratory consequences [8, 9]. Particulate 
matter (PM), methane, carbon monoxide, polyaromatic hydrocarbons (PAH), and 
volatile organic compounds (VOC) are produced when wood and coal are burned in 
inefficient stoves or open hearths. When kerosene burns in classic wick lamps, many 
fine particles and other contaminants are created [10]. Indoor air pollution, which 
significantly influences health issues, is caused by vapors from building materials, 
paints, furniture, cooking, heating, and tobacco smoking [11, 12]. A study of indoor 
contaminants discovered that 80% of particle mass concentrations were created [13]. 
An office building, school, house, cafeteria, or restaurant are examples of indoor 
locations. Most pollutants had substantially greater concentrations indoors than 
outside, and new regulations and recommendations should be created to cope with 
PM concentrations in kindergartens and schools [14]. Because there is always a link 
between indoor and outdoor quality, it is critical to keep track of the pollutants on 
any given day or at any given moment [15]. NO2, PM2.5, and PM10 concentrations 
in classrooms and outdoors have distinct compositions, sources, and contributions 
[16]. Outdoor air quality, as well as other factors such as the kind of windows, have 
a significant impact on indoor PM concentrations [17]. Seasons affect indoor and 
outdoor pollutants; for example, during the rainy season, the indoor/outdoor ratio 

Table 3 Air pollutants range as per AQI levels in µg/m3

AQI Level PM10 PM2.5 NO2 O3 CO SO2 NH3 Pb
24 h 24 h 24 h 8 h 8 h 24 h 24 h 24 h

Level 1 0–50 0–30 0–40 0–50 0–1.0 0–40 0-200 0-0.5
Level 2 51–100 31–60 41–80 51–100 1.1-2.0 41–80 201–400 0.6-1.0
Level 3 101–250 61–90 81–180 101–168 2.1–10 81–380 401–800 1.1-2.0
Level 4 251–350 91–120 181–280 169–208 10.1–17 381–800 801–1200 2.1-3.0
Level 5 351–430 121–250 281–400 209–748* 17.1–34 801–1600 1201–1800 3.1–3.5
Level 6 430+ 250+ 400+ 748+* 34+ 1600+ 1800+ 3.5+
*Hourly Monitoring
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of PM2.5, PM10, and TVOC increases [18]. People worldwide are now contributing to 
doing smaller to more prominent research to gain information about air pollutants 
[19–21].

c. Pollution Affects Sustainable Development: Sustainable development satisfies 
current requirements without compromising future generations’ ability. It balances 
economic progress, environmental preservation, and human well-being. Many 
organizations are developing sustainable development goals to protect the environment 
and restore ecological balance since environmental contamination seriously threatens 
human growth and sustainable development.

Research questions (RQs)

When discussing air pollution, several questions commonly arise. Some of these ques-
tions include:

RQ1: How does air pollution affect different aspects?

RQ2: How does one city’s pollution level affect the neighboring city’s AQI index?

RQ3: What are the methods used to analyze the future air quality?

RQ4: What steps are the government or organizations taking to deal with the air pollu-
tion problem?

Table 4 AQI Range, Color, and their health impact 
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The first thing that springs to mind is how air pollution influences different aspects. 
Is it simply affecting a few points, or is it affecting the entire society? In the Introduc-
tion section, this topic was addressed. The second question is: How are other cities or 
places affected if one city is harmed by air pollution? Because pollutants have some par-
ticle weight (very little), do they travel? Correlation is the answer to this. The correla-
tion between the two particles might be positive or negative depending on the climatic 
variable values. The relationship between meteorological data and air pollutants changes 
depending on the season, such as spring, summer, autumn, or winter. The temperature 
has a negative relationship with PM2.5.

In contrast, precipitation has a positive relationship, and wind speed transports pol-
lutants to neighboring border areas, which depends on how fast or slow the wind is 
[22]. The monsoon, pre-monsoon, and post-monsoon all impact the correlation. Dif-
ferent geographies can also produce different correlation results [23]. WS, AT, RH, and 
sun radiation were chosen in the winter to determine the connection between the two. 
WS and AT were the most prevalent meteorological components in the winter, while the 
highest absorptions of SO2, NO2, NO, and NOx were found in December, January, and 
February [24]. The two most challenging aspects of determining the correlation between 
the two are seasonal and geographical characteristics [25]. The relationship between 
the two is influenced by geographical location and seasonal change [26]. Temperature 
is inversely related to PM2.5 and PM10 levels and humidity all of the time, but a positive 
relationship during the monsoon [27]. The third research question focuses on the meth-
odologies used to analyze air quality or anticipate air pollution levels and the obstacles 
researchers encountered during pollutant prediction.

Additionally, it examines whether the government or responsible authorities have 
taken action to address poor air quality. The literature review section explored these 
issues, and the Need for Prediction section sought potential answers.

The main contribution of the paper is as follows:

a. The paper starts by conducting a systematic review, thoroughly examining existing 
literature to gather insights on causes, health impacts, and recent advancements in 
air pollution prediction. This approach ensures that the paper is grounded in existing 
knowledge and can provide a holistic view of the subject matter.

b. The paper aims to illuminate the various factors crucial for accurately predicting air 
pollution levels. This inclusivity helps identify key variables and methodologies that 
contribute to effective forecasting. Furthermore, by detailing aspects such as datasets, 
data sources, and the artificial intelligence methods utilized for prediction, the paper 
equips future researchers with essential information to navigate this complex field.

c. Furthermore, by discussing the initiatives undertaken by the Indian government to 
address air pollution, the paper contextualizes the research within real-world efforts 
to mitigate its adverse effects.

d. This paper aids as a valued source for researchers and policymakers, offering 
perspectives on the complexities of air pollution prediction and advocating for 
continued efforts toward its effective management.

Many machine learning and deep learning methods used to predict air pollutant con-
centration struggled with managing data uncertainty and addressing the spatial-tempo-
ral aspect of the dataset, which negatively impacted the prediction models’ performance. 
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The current ANN model has enhanced performance by utilizing hybrid methods and 
optimizing parameters. The improvement in the model results in more accurate predic-
tions while maintaining high precision.

The article is structured as follows: Sect. 2 reviews recent studies on single and mul-
tiple air pollutants using machine and deep learning techniques. Section Need for Pre-
diction addresses the current need for air pollutant prediction and outlines the measures 
being taken by the Indian Government to address this critical issue. Finally, Sect. 4 con-
cludes with future perspectives.

Literature review on air quality prediction
Data collection is the first and the most essential part of the analysis and prediction. For 
the air pollution prediction, the data can be traffic data (fuel consumption, age of the 
vehicle, emission rate, and traffic volume), Environmental data (pollutant concentration, 
humidity, wind speed, wind direction, etc.), Geographical Data (longitude, latitude, land 
use, etc.), Socioeconomic Data (population density and rate of urbanization). The data 
collection part contains data that can include a combination of outliers, missing values, 
etc.

This step indicates the preparation of data before feeding it to the model. This step 
fines the raw data into information by eliminating the outliers, missing data, erroneous 
data, irrelevant data, and inconsistent data from the data collection step. This step is 
also known as the data cleaning step. Different techniques are available to process raw 
data, including normalization/scaling and interpolation methods for handling missing 
data. Feature selection can also be included in the data pre-processing step to enable 
the model to train faster. In feature selection, only those features are selected, which 
improves the model’s accuracy, depending on the proper subset selection.

Choosing the proper technique is one of the tricky parts of the research field. There 
are various techniques to deal with problems related to the real world, depending on 
the research problems. Any method can be chosen, whether machine learning or deep 
learning. Artificial intelligence is the superset of machine learning, whereas deep learn-
ing is the subset of machine learning. Whether machine learning or deep learning is 
used, the primary focus is always on achieving the highest accuracy or the best possi-
ble results from the model. Any Machine Learning or Deep Learning algorithm can be 
used, depending on the size of the dataset and the problem requirements. Deep learning 
includes several varieties, including Neural Networks (Convolutional Neural Networks, 
Recurrent Neural Networks, Back Propagation Neural Networks [28], Long Short Term 
Memory Neural Networks, etc.), Stacked Auto Encoder, Deep Boltzmann Machines, 
Deep Belief Networks, and others [29–31].

In stage 1 (Fig. 1), we conducted keyword searches in Google Scholar, IEEE Xplore, and 
ScienceDirect, which initially resulted in results collection of a broad range of studies. In 

Fig. 1 Four-phase research design for developing a State-of-the-Art literature review methodology

 



Page 8 of 27Malhotra et al. Journal of Big Data          (2024) 11:142 

stage 2, after searching based on keywords, the further selections were based on titles 
and abstracts. In addition to that, we filtered out the studies with insufficient focus on AI 
applications in air pollutant prediction. In stage 3, we thoroughly read the full text and 
found out the methodologies used and the challenges faced by the researchers. A com-
prehensive list of studies for in-depth analysis was done in the last stage. More details 
regarding the same can be seen in Table 5.

One can forecast a single air pollutant and multiple air pollutants using machine 
learning and deep learning approaches. The below-mentioned literature review on air 
pollutant(s) prediction is divided into three categories: Single air pollutant prediction, 
Multiple air pollutant prediction, and Single & Multiple air pollutant predictions using 
deep learning approaches. Each defined prediction method contains all the essential 
points about the research in Tables 6 and 7, and Table 8.

Single air pollutant prediction

Single air pollutant prediction involves forecasting future concentrations of a specific 
pollutant using historical data and relevant environmental factors. Zhou et al. [32] used 
the Kendall tau coefficient to identify essential spatiotemporal features from regional 
meteorological and air quality data. Second, Multi-Task Learning (MTL) was used to 
train the Multi-Output Support Vector Machine (M-SVM) model to detect nonlinear 
interactions and disseminate correlation data across tasks. Finally, the M-SVM model 
was evaluated using PM2.5 concentration and meteorological and air quality information. 
A spatial and temporal correlation was also considered so that the correlated station 
could deal with one missing value in one station. The conclusion focused on addressing 
the robustness and uncertainty of the discussed models in the future. The Auto-Regres-
sive Integrated Moving Average with Explanatory Variable-Multi-Layer Perception 
(ARIMAX-MLP) approach [33] was employed to train the model using expected val-
ues, achieving high accuracy. The number of hidden layers utilized here was one or two 
depending on the input, with up to twenty hidden neurons in each layer. Four different 
training algorithms were examined with 50 population sizes. The stopping criteria were 
30 (number of generations). They concluded that due to the uncertainty, the result gets 
affected, and the model can predict the data 10 days in advance. Cabaneros et al. [34] 
collected data from two monitoring sites, and a nonlinear activation function was used 

Table 5 State-of-art literature review methodology
Stage Description Action Taken Criteria
Initial Stage Keywords ‘air pollution predic-

tion,’ ‘air pollutants prediction,’ 
and ‘Prediction’ were used to 
search massive Databases.

We conducted a keyword search using Google 
Scholar, IEEE Xplore, and ScienceDirect.

Relevance, 
Presence of 
Keywords.

Preliminary 
Screening

Titles and abstracts of studies 
relevant to the research topic.

• Titles and abstracts were reviewed for 
relevance.
• Filter out the studies with insufficient focus 
on AI applications in air pollutant prediction.

Research top-
ics relevant to 
ML, DL, and 
prediction.

Full-Text 
Evaluation

Reading and evaluating the full 
text of the selected articles for 
reliability and relevance.

• Full-text reading
• Evaluating the soundness of the methodol-
ogy used to predict air pollution.
• Results and methods were documented.

Reliabil-
ity, finding, 
methodol-
ogy, Results.

Final 
inclusion

Inclusion of studies meeting 
the criteria for comprehensive 
analysis of the literature review

• Completed a comprehensive list of studies 
for in-depth analysis
• Created summaries of each selected study.

Comprehen-
sive coverage, 
methodologi-
cal soundness
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to process it. Stepwise Regression, Principal Component Analysis (PCA), and Classifi-
cation and Regression Technique (CART) were used for feature selection. The network 
was trained using the Levenberg-Marquardt backpropagation technique, which changed 
the weights of interconnected neurons. Gradient descent was used as a nonlinear opti-
mization method. The process was performed three times to account for the random 
initialization of weights across neurons.

To estimate the PM2.5 concentration of six stations in China, the hybrid-Garch (Gen-
eralized Auto-Regressive Conditional Heteroskedasticity) model was considered [35]. 
ARIMA model was also considered for capturing the linear part of the data. On the 
other hand, SVM was used to deal with non-linearity. The authors failed to choose the 
proper data set as the data set was small, which led to an accuracy problem. An ANN 
approach and ARIMAX model predicted [36] the concentration of NO2. To process the 
expected results, the relationship between the NO2 concentration and various meteoro-
logical variables and traffic pollutants was also considered for the prediction. The cor-
relation between PM2.5 and various meteorological data was identified [37] using the 
MLP method. The wavelet transform of the time series was used to forecast the aver-
age daily concentrations of PM2.5 based on the concentration from the day before and 
the expected values of the day’s meteorological data. As the activation function, the sig-
moid function was utilized. The model predicted PM2.5 values two days ahead. The novel 
aspect of the method was adding a trajectory-based geographic parameter to the ANN 
algorithm as an additional input predictor.

A scheme was proposed to estimate PM10 concentrations for the subsequent 24  h 
using a combination of a multilayer perceptron (MLP) and a clustering algorithm [38]. 
The clustering algorithm explored the relationship between meteorological data and 
PM10 pollutant data. An interpolation method was applied to handle missing values, 
and a log-sigmoid activation function was used. It was found that it would be challeng-
ing to add relevant information to the ANN’s input patterns by identifying groups with 
similar data features and uncovering associations between them. A combination of three 
techniques was recommended [39]. The goal was to precisely forecast the geographical 
distribution of ozone as an air pollutant across a sizable area while handling noisy input 
using the hidden neuron output information from the preceding iteration. Scheme [40] 
utilized forecast, actual weather, and pollution data. The model incorporated all data, 
including those with inaccurate, chaotic, and unpredictable values. Weather forecasts 
were first sorted, and then certain meteorological conditions were processed into Fuzzy 
sets, characterized using Fuzzy numbers. A collection of pollutant concentrations was 
derived using Fuzzy grouping, followed by the projection of an aerosanitary scenario 
using standardized approaches. To achieve the best results [41], predictors of equivalent 
quality but autonomous operation were selected. Four neural predictors were consid-
ered: MLP, RBFN, ERN, and SVM. The MLP employed the sigmoid activation function, 
RBF networks used a local (Gaussian) function with a distinct learning technique, and 
SVR utilized the kernel concept and a robust statistical learning method. Another study 
[42] used meteorological data as input to anticipate ozone concentrations in the atmo-
sphere. The SVM algorithm was used to classify the data into specific categories. Using 
sigmoid as the activation function, BPNN with a genetic algorithm was employed to 
achieve higher forecast stability. It was noted that in cities with less traffic and more fac-
tories, this pattern might not perform well.
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Challenges:

  • To deal with the uncertainty that affects the prediction performance.
  • To feed the model for better prediction, identify the relationship between the 

variables.
  • Lack of Spatio-Temporal consideration in the study.
  • To deal with sudden changes in input data.
  • Improve prediction accuracy with a time extension.
  • To improve computational time concerning complexity.

Due to the involvement of natural climate changes and human activities, the data on 
air pollution are inherently ambiguous. For better prediction, an enhanced algorithm is 
needed to handle the uncertainty of data. To predict the quantity or concentration of air 
pollutants, it is crucial to understand how each pollutant behaves and whether there is 
a positive, negative, or neutral relationship between those pollutants. A more profound 
comprehension of the link between pollutants can help determine which features should 
be added to the model. There is a link between the forecast performance and the time 
and area. The atmospheric behavior of the data gathered from various locations, such 
as the sea, mountains, deserts, etc., would vary. Significant fluctuations in the data over 
time may be encountered when working with time series data, such as air pollution data. 
As a result, if the algorithm used in the training phase is not well-trained, the predic-
tion system may perform poorly. A sufficient amount of data is required for a prediction 
model to produce accurate results, and if this is not considered from the beginning, the 
system’s processing time may increase.

Multiple air pollutants prediction

Multiple Air Pollutants Prediction integrates advanced models and techniques to fore-
cast contaminant concentrations accurately. Two models were incorporated, the Multi-
Agent Evolutionary Genetic Algorithm (MAEGA) and the Nonlinear Auto Regressive 
Network with Exogenous Input (NARX) neural network, which achieved good perfor-
mance with minimal error [43]. To estimate pollutant concentrations, Empirical Wave-
let Transformation (EWT) was utilized to decompose the time series data, followed by 
MAEGA to optimize the weights in a multi-step process. The improved NARX neural 
network then forecasted the contaminants. A hybrid method combining differential evo-
lution and random forest techniques was devised to forecast contaminants [44]. The dif-
ferential evolution approach selected the candidate solution based on fitness value, and 
the random forest method created multiple trees to project pollutants using the candi-
date-chosen value. MLR and ANN, two approaches with linear and nonlinear behavior, 
were used to forecast pollutant concentrations [45]. A leave-one-out cross-validation 
process was employed to produce accurate results for prediction. The dataset spanned 
13 years, with 60% used for training, 15 to 20% for validation, and the final two years for 
testing. Activation functions such as hyperbolic tangent were utilized for the input and 
hidden layers, while the output layer used a linear function. Seven air pollution vari-
ables, fifteen combinations of two parameters, and twenty combinations of three param-
eters were used to train the proposed algorithm and achieve reliable forecasting results 
[46]. It was claimed that selecting the right pollutant is crucial for the accuracy of the 
forecasting model. The SVM was utilized to forecast Rs and Rd (“Global and Diffuse 
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Solar Radiation”), starting with no pollutants and incrementally increasing to one, two, 
and three pollutants. Fifty-nine potential predictors were analyzed to forecast various air 
contaminants [47]. Comparisons were made between air pollution data and meteoro-
logical factors, industrial emissions data and the population density of the study region, 
and topographical data and meteorological data. The preference for a Land Use Regres-
sion (LUR) model was demonstrated in the prediction process. An attempt was made to 
increase the accuracy of the proposed prediction system with the help of an independent 
predictor [48].

PM2.5 was first predicted in 8 stations for the same day and the next day, followed 
by the prediction of ozone in two stations with 4 class variables. A Bayesian network 
was used to justify the performance of the multilabel classifier over the independent 
approach, which improved the AUC and success index. O3, SO2, CO, PM10, and PM2.5 
were inputs, with responses indicating air quality levels from excellent to dangerous [49]. 
A Fuzzy Interference System (FIS) method was presented for assessing air quality, prior-
itizing parameters with a more significant damaging weight assignment. A membership 
function was implemented to cope with ambiguity, and the Analytic Hierarchy Process 
(AHP) was considered to analyze more problematic pollutants. Wavelet transformation 
with BPNN was performed on the input dataset to forecast air contaminants [50]. The 
relationship between air pollutants was considered since it could impact the accuracy of 
the suggested forecasting system. Stationary wavelet transformation was used to decom-
pose the time series, and wavelet coefficients were then used to alter the weights in the 
BPNN model for future forecasting. Kumar and Pande [51] forecast air quality by ana-
lyzing six years of air pollution data from 23 Indian cities. The dataset is pre-processed, 
and feature selection is conducted using correlation analysis. Exploratory data analysis 
reveals hidden patterns and identifies key pollutants affecting the air quality index. A 
significant reduction in most pollutants was observed in 2020, attributed to the pan-
demic. Five machine learning models are used for prediction, with resampling tech-
niques addressing data imbalance. Model outcomes, compared using standard metrics, 
show the Gaussian Naive Bayes model with the highest accuracy and the Support Vec-
tor Machine model with the lowest. Performance evaluation indicates that the XGBoost 
model has the strongest correlation between predicted and actual data.

Challenges:

  • To examine the predictive ability of a more advanced ANN model.
  • Consideration of knowledge-based systems with improved computational time.
  • Deeper analysis to optimize the interference for better assessment.
  • Better analysis of membership function.

The increasing amount of data necessitates using advanced artificial neural networks 
(ANNs), such as deep learning, two advanced machine learning model hybridization, 
etc., because the machine learning model performs poorly when data increases (particu-
larly when considering meteorological and air pollution data). Knowledge-based systems 
are required to handle the processing time and performance of large volumes of data. 
The massive amount of data also necessitates parameter optimization for improved algo-
rithm performance. By using the membership function, non-fuzzy inputs can be trans-
formed into fuzzy ones. The membership function can represent a number between 0 
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and 1. An element can belong to a class if its value is closer to 1, and it is not to belong to 
a class if its value is closer to 0.

Single and multiple air pollutant prediction using deep learning approaches

Several methods have been utilized in the literature, ranging from statistical approaches 
to more recent developments in machine learning. Deep feedforward and recurrent 
neural networks are the most prevalent network topologies in the literature [52–54]. 
Deep learning has proven effective in discovering hidden relationships within compli-
cated issues, and the more specialized architecture recurrent neural network has proven 
to be a helpful tool for time series prediction. Additionally, ensemble learning is advan-
tageous since it is susceptible to noise and variation. Researchers have opted for various 
deep-learning methods for the prediction [55–57]. Air quality data is continuous, so an 
effective and efficient prediction model is needed. Unlike machine learning techniques, 
deep learning comes with the idea of learning the data long-term. With the help of inclu-
sions of gates in LSTM [58] and GRU, the techniques are currently being used world-
wide for predicting single air pollutants, multiple air pollutants, or air quality indexes. 
Table 7 shows the deep learning techniques used by researchers for single or multiple air 
pollutant predictions.

An innovative hybrid model was proposed [59] by combining the strengths of two 
deep learning approaches. Furthermore, to forecast PM concentrations, hybrid deep-
learning approaches CNN-LSTM and CNN-GRU were compared to several individual 
methods, including LSTM and GRU. These training models considered hourly air pol-
lution and meteorological data. The experiment findings demonstrated that the model 
could forecast PM pollutant concentrations for seven days. In five randomly selected 
regions, for PM10 and PM2.5 prediction, hybrid models outperformed single models with 
the lowest RMSE and MAE values. It was found that the PM10 prediction CNN–GRU 
model performed better, and the PM2.5 CNN–LSTM model performed well. To increase 
the accuracy of PM2.5 prediction, an early warning system was developed to predict 
PM2.5 concentration based on extraction and optimization mechanisms [60]. To begin, 
a feedback VMD method was created to break down the sequence of PM2.5 concentra-
tion, whereas fuzzy entropy was employed to rebuild comparable complexity patterns. 
Copula entropy was then utilized to identify the most significant influencing elements 
on PM2.5. Following that, the rebuilt elements and persuading factors were fed into three 
separate training forecast schemes, i.e., LSTM, GRU, and TCN. Individual prediction 
model outputs were nonlinearly merged and optimized using Gaussian process regres-
sion and multi-objective grey wolf optimization. Lastly, the predictions of the various 
rebuilt elements were nonlinearly combined to get the concluding PM2.5 predictions.

A graph convolutional temporal sliding long short-term memory (GT-LSTM) scheme 
[61] was given to predict various air contaminants. Both models were merged using a 
temporal sliding method. To study the dynamic changes of air pollution over time, LSTM 
was applied with a temporal sliding technique. Experiments showed that the scheme 
could extract high-level spatiotemporal characteristics more accurately and efficiently 
than the existing benchmark. To anticipate and analyze air pollution from Combined 
Cycle Power Plants, develop an innovative hybrid intelligence model combining the 
Multi-verse Optimization Algorithm (MVO) and LSTM [62]. In this model, the MVO 
approach was used to improve the LSTM parameters, which decreased the forecasting 
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error. At the same time, the LSTM functioned as the forecasting engine to anticipate 
the amounts of NO2 and SO2 released by the Combined Cycle Power Plant. The model’s 
effectiveness was then assessed using actual data gathered from a combined cycle power 
plant in Kerman, Iran. Over five months (May to September 2019), wind speed measure-
ments, air temperature, NO2, and SO2 levels were made every three hours.

A multi-point deep learning scheme was proposed [63] for highly dynamic air quality 
prediction based on convolutional LSTM (ConvLSTM). ConvLSTM designs integrated 
LSTM with CNN, allowing for the extraction of temporal and spatial data characteris-
tics. Furthermore, uncertainty quantification schemes were constructed above the mod-
el’s architecture, and its performance was investigated. The ConvLSTM outperformed 
cutting-edge technologies of machine learning and deep learning schemes. A method 
[64] was developed to forecast air pollution and create an early warning system. This 
approach uniquely integrates advanced optimization, feature selection, and extraction 
methods. The PM2.5 sequence was initially broken down into several smaller sequences 
using full ensemble empirical mode decomposition with adaptive noise. Subsequently, 
fuzzy entropy was employed to reconstruct the new components of the sub-sequences, 
resulting in varying levels of complexity. The influential elements of the reconstructed 
components were identified using the Max-Relevance and Min-Redundancy techniques. 
To forecast and nonlinearly integrate the rebuilt components, a dual-phase deep learn-
ing scheme was designed utilizing LSTM, which has been improved using the grey wolf 
optimization method. Ultimately, the proposed hybrid scheme successfully anticipated 
air pollution levels and provided an effective early alerting mechanism. This hybrid 
framework performed better than different approaches concerning accuracy, warning 
precision, and prediction resilience. The outcomes indicated that this hybrid framework 
could be valuable for forecasting air pollution and providing early alerts.

Beijing’s hourly PM2.5 concentrations and meteorological data were utilized as input 
by researchers [65]. Using the GRU model, four distinct models were trained, each cor-
responding to one of the four seasons: spring, summer, autumn, and winter. The effec-
tiveness of these models in predicting seasonal PM2.5 levels was then evaluated using 
appropriate test sets for each season. The model’s prediction error and prediction accu-
racy were studied and compared after multiple trials. Continual modification of model 
parameters and the benefits of this technique were confirmed. The findings showed 
that the model’s prediction accuracy was high. The concentration of contaminants was 
forecasted by considering three primary areas [66]. First, the dataset was character-
ized, processed, and examined to identify crucial properties, including the autocorrela-
tion function and evidence of non-Gaussianity through a normality test. A Structural 
Recurrent Neural Network (SRNN) and various RNN structures linked with memory 
cells were evaluated to produce an accurate sequential prediction model of PM2.5 indoor 
health risk assessment.

In the end, many performance indicators were established to assess each prediction 
model’s performance. The researchers identified various work constraints, such as the 
difficulty in implementing dynamic hyper parameterization for offline structure training 
and capturing instantaneous disturbed PM2.5 data using the Dynamic-Window size and 
sequence length. A subway station in Korea was used to forecast PM2.5 using a deep-
learning approach. Telemonitoring systems were installed in the metro, waiting rooms, 
and subterranean regions. To forecast indoor PM2.5 concentrations, point-to-point 
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prediction was utilized to choose the top RNN models. After identifying the finest RNN 
for the research, the multi-sequence prediction was used, yielding the best prediction 
accuracy results. Statistical analysis revealed that PM2.5 concentrations were higher 
between February and December compared to other months.

A data-driven model was employed to measure air pollution concentration in the 
atmosphere [67]. “Historical data, meteorological data, weather prediction data, and 
day-of-the-week data” from 36 monitoring stations were used in the operation. An 
LSTM-Fully Connected neural network focused on the spatiotemporal relationship to 
better predict PM2.5 concentrations. A basic linear interpolation approach was used to 
fill in the missing data. The procedure was multidimensional and multi-step, with results 
validated using 12-fold cross-validation. While the model successfully predicted PM2.5 
concentration levels, it failed to capture abrupt changes in the input data. Meteorologi-
cal and aerosol data from 1233 monitoring sites were collected, and Convolutional Long 
Short-Term Memory Extended (C-LSTME) [68] was used to extract spatial-temporal 
characteristics. The results were then validated using a 5-fold cross-validation method. 
The k-nearest neighbor technique was used to determine the influence of the center sta-
tion on the nearby stations. After a one-hour to six-day time lag, the proposed method 
was compared to existing methodologies and demonstrated superior prediction results. 
The study accounted for the spatiotemporal relationship with a time lag to effectively 
anticipate contaminants.

The objective [69] was to address the abovementioned constraints by proposing a 
hybrid model to enhance PM2.5 concentration forecasts. A Graph Convolutional Net-
work (GCN) was utilized to identify spatial dependencies between stations, whereas an 
LSTM network was used to capture temporal dependencies within the data over vari-
ous periods. The study utilized geographical and air quality data, including historical air 
quality records, meteorological factors, and geographical and temporal predictors, to 
visually represent spatio-temporal fluctuations. Airnet data was utilized to find the best-
performing predictor in the RNN model [70]. The data was trained using several deep 
learning models, such as RNN, LSTM, and GRU, and the findings showed that GRU per-
formed better than the other two predictors. Four layers were evaluated for each deep 
learning model, and RMSE and MAPE values for each prediction layer were consid-
ered. A novel deep learning-based system [71] was created to forecast future air qual-
ity by leveraging historical air quality and weather data. Granger Causality represented 
the spatial interdependence between two stations, with formulated relative stations and 
relative areas reflecting the spatial connection. The study divided air quality’s temporal 
features into short-term and long-term dependencies, both learned using LSTM. The 
method was tested using air quality data and one-year weather forecasts from Beijing.

A spatiotemporal correlation was used [72] to forecast air pollution concentrations 
with LSTM neural networks. A total of 20,196 records of historical data, meteorological 
data, and supplementary data were employed for the research. After standardizing the 
data, Missing data was addressed through a simple linear interpolation approach. Time-
stamping was done using one-hot encoding. While the approach effectively improved 
multi-score predictions, it did not enhance prediction performance. To address issues 
like spatiotemporal instability and time-lag effects, the Deep multi-output LSTM (DM-
LSTM) technique [73] was combined with three deep learning algorithms: mini-batch 
gradient descent, dropout neuron, and L2 regularization. The DM-LSTM model was 
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created with numerous future stages in mind. The correlation between the input and 
output variables was ascertained using the Kendall-tau coefficient.

The analysis of atmospheric contaminants was conducted [74] using time series regres-
sion forecasting at two major monitoring stations in India, Shadipur and Anandvihar, 
out of a total of 20 sites during the period from 2016 to 2017. The examination involved 
both descriptive and predictive analysis utilizing Rstudio and Tableau. Another study 
[75] focused on determining atmospheric contaminant concentrations with a Deep 
Learning system using datasets from Denmark and Romania collected between 2013 
and 2015. The model was trained on 69.5% of the data from 17,568 samples, with the 
remainder used for testing. This prediction model consisted of four steps: sensor data 
input, computation by the deep learning model, data labeling, and final prediction by the 
decision unit. The k-means algorithm with the Mahout library was utilized to improve 
air quality prediction using the Citypulse dataset as a benchmark for Romania. A new 
dataset was generated by combining five air pollution data components with four meteo-
rological data components. The fuzzy clustering technique was recommended for future 
research to achieve better results. A study [76] employed a two-phase decomposition 
approach combining CEEMD and VMD to manage high accuracy and dispersed signal 
information. Following this decomposition, the Extreme Learning Machine (ELM) with 
Differential Evolution (DE) was utilized to achieve accurate prediction performance. The 
training data comprised China’s data from July 1, 2014, to May 31, 2016, with testing 
data from June 1, 2016, to June 30, 2016. Two models [77] for predicting air pollutant 
concentrations were introduced: the EMD-SVR and the EMD-IMFs model. These mod-
els were used to model AQI data, and S-ARIMA was utilized to forecast IMFs.

However, the specific pollutant concentrations impacting the environment were not 
defined. The Mean Absolute Percentage Error (MAPE) was used to identify the best 
value by comparing the two proposed hybrid models with six others, using China data 
between June 2014 and August 2015. In previous studies, only hourly data was used for 
forecasting, and yearly data was often overlooked. To address this, using the Grey model, 
a method was proposed to predict yearly data on air pollutants such as PM2.5, PM10, SO2, 
and O3 [78]. Irulegi et al. [79] employed the NetZero energy-building technique to mea-
sure room temperature at various intervals, with sensors installed in different locations. 
The readings over a week showed significant temperature variations on only two days. A 
system [80] for predicting future levels of air pollutants (SO2, NO2, O3, PM2.5) was sug-
gested based on synoptic forecasting, using data from 20 monitoring sites in Israel col-
lected between 2002 and 2006. The processing utilized a numerical weather prediction 
categorization model, although the method’s main flaw was constant pollutant coeffi-
cients. A time series model (ARIMA) was used to estimate SO2 and PM levels accurately, 
analyzing data from Hawaii obtained between January 1, 2014, and August 21, 2018, 
considering wind direction and speed [81].

The impact of noise on a two-DOF pitch-plunge aeroelastic system was investigated. 
Variations in the inlet flow velocity were modeled in [82] using the Ornstein-Uhlenbeck 
(O-U) stochastic process. The study utilized a 2D airfoil with linear spring-based aero-
elastic characteristics to investigate Limit Cycle Oscillations (LCOs) in dynamic stall 
circumstances. According to the survey, adding stochastic noise causes notable qualita-
tive changes in the Limit Cycle Oscillations (LCOs) regime and reveals intrinsic volatil-
ity absent from deterministic models. A more accurate representation of environmental 
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influences was obtained by introducing noise to fluid velocity, demonstrating that fluc-
tuations in these parameters cause LCO limit values to oscillate around the mean.

The researchers in [83] used Artificial Neural Network (ANN), Gaussian pro-
cess regression (GPR), Decision Tree (DT), Ensemble Learning (EL), Support Vector 
Machine (SVM), and Linear Regression (LR) algorithms, including optimized versions of 
GPR, EL, DT, and SVM, to assess the amount of CO2 in an office space. It used 169 real-
time data sets that included variables like air quality index, temperature, wind speed, 
relative humidity, occupancy, and area per person. 30% of the data was used for testing 
and 70% for training after it had been scaled and normalized between 0 and 1. A 5-fold 
cross-validation procedure was performed. With R, RMSE, MAE, NS, and 20-index 
values of 0.98874, 4.20068 ppm, 3.35098 ppm, 0.9817, and 1, respectively, the results 
demonstrated that optimized GPR achieves excellent accuracy. The model can help to 
estimate CO2 levels and their effect on health.

Here are some suggestions and guidelines for extending the utility of these models to 
manage and effectively utilize large datasets, especially in scenarios involving rapid data 
influx:

  • Assess each model’s current scalability to determine how well it can handle 
increased data volumes without a significant loss in performance or speed. Outline 
the architectural limits of simpler models and identify whether enhancements or 
replacements are necessary for big data applications.

  • Implement data preprocessing steps such as data normalization, dimensionality 
reduction, and feature selection to manage large datasets more efficiently before 
they are input into the model. Use data batching and mini-batch gradient descent for 
training models on large datasets to manage memory resources effectively and speed 
up the learning process.

  • Upgrade hardware or migrate to cloud-based solutions to ensure that the 
infrastructure can handle the computational demands of big data analytics. Utilize 
distributed computing environments like Apache Hadoop or Spark to process large 
datasets effectively, mainly when dealing with real-time data streams.

  • Incorporate streaming algorithms that can process data in real-time, which is 
crucial for scenarios involving sudden data rushes. Adapt models to use incremental 
learning techniques, where the model updates its parameters continuously as new 
data arrives without the need for retraining from scratch.

  • Evaluate model performance under varying conditions of data volume, velocity, and 
variety to identify potential performance degradation or failures. Test models against 
scenarios of sudden data influx to gauge their responsiveness and accuracy in real-
time predictions.

  • Conduct stress tests to identify potential bottlenecks or weaknesses in data 
processing and model predictions. Discuss possible model enhancements such as 
hybrid architectures combining simpler models with more complex algorithms to 
improve handling and predictive accuracy with large datasets.

  • Recommend integrating advanced machine learning techniques such as deep 
learning and ensemble methods, which are generally more adept at handling 
complex and large-scale data. Suggest employing adaptive algorithms that can adjust 
to changes in data patterns over time, enhancing model flexibility and durability 
against the variability in big data streams.
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Need for prediction
Air pollution is impacting countries all over the world. Delhi is India’s capital city and 
one of the most polluted. Air pollution in Delhi and the NCR is often so terrible that 
even a slight improvement in air quality won’t significantly impact it. A variety of sources 
causes smog and air pollution in Delhi and the NCR. Emissions from motor vehicles, 
industry, and building activities are among them. During the winter, the wind pattern 
across northern India leaves New Delhi and the NCR sensitive to air patterns. The rea-
sons behind the increase in air pollution in Delhi, as well as the efforts taken by the gov-
ernment to address the issue, are detailed below.

a. Border Sharing: Delhi has its border with Punjab, Haryana, and Uttar Pradesh, and 
rice stubble burning in any of these towns contributes to Delhi’s pollution levels. The 
climatic elements play a vital role in exacerbating the pollution problem. For example, 
any unpleasant activity done by any city affects the pollution level of neighboring 
cities. Stubble burning is cleansing an agricultural field by burning the residue left on 
the soil after harvesting to prepare it for the next seeding cycle. While it is a significant 
factor in air pollution, it is not the sole contributor.

 Step(s) taken by government The government is taking significant measures to address 
the problem of stubble burning. The authorities have created a public awareness 
campaign to educate people about the dangers of crop burning. New frameworks and 
action plans for preventing and managing stubble burning are also being established, 
like the Turbo Happy Seeder (THS) machine, Pusa bio decomposer, and Custom 
hiring centers (CHSs) are some solutions to the problem. The government has raised 
funds to purchase crop residue management equipment [84]. In addition, breaking 
the regulations can result in significant fines, prison time, or both [85].

b. Vehicular Emission: One of society’s significant difficulties today is pollution due to 
vehicle emissions. Any vehicle, such as a car, bus, truck, scooter, etc., can contribute 
to air pollution. The most crucial consideration is which sort of vehicle emits the least 
amount of pollution. Compared to other modes of transportation, the bus is a viable 
option since it consumes less fuel per person.

 Step(s) taken by government The government banned the sale of diesel personal 
vehicles with engines larger than 2000  cc and levied a “green tax” of 4% on more 
prominent cars and 2.5% on compact cars. The authorities considered steps such as 
introducing Bharat Stage IV and Bharat Stage VI norms, electrification of vehicles, 
and the usage of LNG-powered buses to tackle the issue [86]. On January 1, 2016, the 
Delhi government welcomed the odd-even scheme, under which vehicles with odd 
plates were allowed to park, drive, and purchase gasoline, among other things [87–89], 
resulting in a reduction in traffic congestion, a slight decrease in pollution levels, and 
a boost in public transportation demand, including more buses and increased metro 
frequency. Essential actions include expanding green areas, implementing automated 
road sweeping, particularly close to building sites, and starting a public awareness 
campaign to encourage non-motorized mobility within a 5 to 6-km radius of the city.

c. Seasons: In winter, dust particles and airborne contaminants become stationary. The 
lack of wind causes these pollutants to remain trapped in the atmosphere, impacting 
meteorological conditions and forming smog. In the winter, coal combustion raises 



Page 22 of 27Malhotra et al. Journal of Big Data          (2024) 11:142 

indoor and outdoor pollution levels [22–25, 27]. If meteorological factors have a 
negative relationship with air pollution, they also have a positive relationship.

 Step(s) taken by government The government advises citizens to avoid going outside 
in the early morning and late evening when pollution levels are high. Several groups 
have developed products that can be purchased in stores or online to take better 
safeguards. Air purifiers can be used to combat interior pollution, or indoor plants 
can be installed within the house. For protection against outdoor pollution, masks are 
readily available on the market.

d. Overpopulation: In 2019, Delhi’s population was 33 million, making it the world’s 
fifth most populous metropolis. As the population grows, so does the need for food, 
land, and transportation, all of which impact pollution directly or indirectly.

 Step(s) taken by government The government has proposed various strategies to 
address the growing population problem. Programs to raise awareness have been 
launched and are spreading across the country [90].

e. Crackers burning on Festivals: India is characterized by diverse ethnicities, religions, 
and languages. Where people joyfully celebrate each holiday. Every year during Diwali 
(the Festival of Lights), people ignite many crackers, contributing to pollution.

 Step(s) taken by governmentThe Government has introduced Green Cracker in 
association with CSIR (Council of Scientific and Industrial Research) [91]. Every 
year, the government establishes a particular time for cracker burning and awareness 
of the celebration, encouraging people to celebrate the festival of light rather than 
with fireworks. Challans/fines, a ban on cracker burning by cities, awareness against 
crackers, and practical hours are some steps the government considers for the 
betterment of the people [92].

Limitation of the work

  • Despite many researchers on air pollutant prediction, it is still challenging to collect 
datasets; datasets like air pollutants, meteorological data, traffic data, and satellite 
data are still lacking.

  • The lack of a relationship between air pollutants and weather data results in a low 
prediction rate. Researchers should focus more on the correlation factors as air 
pollution is affected by many factors.

  • Predictions should be made regarding the geographical and temporal scope. All 
other regions should be considered to make the prediction more accurate.

  • Uncertainty in data can result in the reliability of prediction.

Conclusion and future scope
Air pollution is a growing problem that significantly impacts current and future gen-
erations. Long-term solutions are necessary to combat this issue, not just during peak 
pollution months but throughout the year. Addressing major contributors to air pollu-
tion requires infrastructure for electric vehicles, enhanced public transit networks, and 
prioritization of renewable energy sources year-round.
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This paper comprehensively reviews air quality, covering various pollutants, meteo-
rological factors, and statistical data on death rates due to air pollution. It examines the 
impact of air pollution on three broad areas of society, offering readers a deeper under-
standing of its consequences. Additionally, the study explores several approaches to pre-
dicting air quality using machine learning and deep learning, highlighting the challenges 
in each methodology to guide future research.

While traditional artificial intelligence outperforms statistical methods, hybrid models 
show superior performance. The accuracy and robustness of chemical weather and air 
quality forecasts are improved via ensemble approaches and data decomposition. Effec-
tive weather prediction requires integrating spatiotemporal components, meteorological 
features, and geographical deliberations, which many researchers have neglected. Differ-
ent techniques are needed to forecast air pollution based on contaminants and regions 
since no single method can guarantee accurate predictions. Large datasets can make 
training computationally expensive, while small datasets may reduce accuracy. Despite 
these challenges, AI technology is becoming a preferred alternative to traditional math-
ematical techniques due to its quick and reliable response.

In addition to the advantages mentioned above, this paper has some theoretical and 
practical implications. The study provides a deeper understanding of the mechanisms 
behind air pollution formation, dispersion, and transformation. Introducing new meth-
odologies or data analysis techniques may push theoretical boundaries and set new stan-
dards in the field. It may enhance theories regarding the broader environmental impacts 
of air pollution. It may help regulatory agencies better monitor and enforce compliance 
with air quality standards, ensuring that industries and other sources adhere to regula-
tions. The research may inform the design of public health campaigns and protective 
measures such as air quality alerts and recommendations for vulnerable populations. 
The research might drive innovation in air quality monitoring technologies, leading to 
more accurate and real-time data collection tools. The study can contribute to educa-
tional efforts to raise awareness about air pollution and its health impacts, encouraging 
behavioral changes and community action. The research might encourage collaborations 
between researchers, policymakers, industry leaders, and non-governmental organiza-
tions to address air pollution challenges more effectively.

Most studies reviewed used diverse performance metrics to evaluate model predic-
tion accuracy, yet more research is needed to explore other aspects of model efficacy. 
Additionally, researchers often overlook other environmental contaminants impacting 
human health.

Despite significant progress in air quality prediction, many obstacles remain. Machine 
learning and deep learning advances yield good predictions, but uncertainty can under-
mine these results. For instance, during the COVID-19 pandemic, reduced industrial 
and transportation activities led to healthier air quality. Conversely, cities with poor air 
quality experienced higher health risks. Understanding data patterns is crucial for devel-
oping effective algorithms and raising public awareness in critical situations.

Future research should address the following gaps identified in this study:

  • Insufficient research addressing uncertainty factors affecting prediction outcomes 
highlights the need for enhanced models to incorporate real-time data updates and 
feedback mechanisms.
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  • There is a need for a more inclusive investigation of meteorological and pollutant 
parameters in forecasting accuracy, which should include a thorough investigation 
of the formation and behavior of secondary pollutants to understand their complex 
dynamics.

  • There are few analyses on the effectiveness of sophisticated Artificial Neural Network 
(ANN) models in improving computational efficiency in complex prediction systems.

  • Satellite data, meteorological data, and spatial-temporal resolution of air pollution 
forecasts should be utilized to create a comprehensive and accurate prediction 
model.
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