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Abstract 

Recently, the widespread adoption of artificial intelligence (AI) has given rise to a signif-
icant trust crisis, stemming from the persistent emergence of issues in practical appli-
cations. As a crucial component of AI, data has a profound impact on the trustworthi-
ness of AI. Nevertheless, researchers have struggled with the challenge of rationally 
assessing data quality, primarily due to the scarcity of versatile and effective evaluation 
methods. To address this trouble, a multi-dimensional hierarchical evaluation system 
(MDHES) is proposed to estimate the data quality. Initially, multiple key dimensions 
are devised to evaluate specific data conditions separately by the calculation of indi-
vidual scores. Then, the strengths and weaknesses among various dimensions can be 
provided a clearer understanding. Furthermore, a comprehensive evaluation method, 
incorporating a fuzzy evaluation model, is developed to synthetically evaluate the data 
quality. Then, this evaluation method can achieve a dynamic balance, and meanwhile 
achieve a harmonious integration of subjectivity and objectivity criteria to ensure 
a more precise assessment result. Finally, rigorous experiment verification and compari-
son in both benchmark problems and real-world applications demonstrate the effec-
tiveness of the proposed MDHES, which can accurately assess data quality to provide 
a strong data support for the development of trustworthy AI.

Keywords: Data quality, Assessment dimension, Multi-dimensional hierarchical 
evaluation system, Trustworthy AI

Introduction
With the rapid development of computer software and hardware technology, artifi-
cial intelligence (AI) has made significant breakthroughs, which is increasingly applied 
in multiple fields of human production and life [1–3]. AI has been proven particularly 
professional to predict stock prices or the stock tendency in the financial field [4]. In 
the medical field, AI can assist doctors to diagnose diseases and perform surgery [5]. 
Moreover, AI can identify real-time environmental information for path planning, thus 
enhancing the likelihood of early arrival of unmanned vehicles in automated driving [6]. 
However, as the widespread application of AI, the continuous issues, such as the under-
representation of data or the unfairness of model outputs, have become an obstacle to 
permeate AI into the actual scenarios [7, 8].
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To solve aforementioned issues, trustworthy AI has emerged as a thoroughly impor-
tant scientific research direction [9]. Over the past decades, numerous investigators 
have concentrated their efforts on optimizing model structures or enhancing learn-
ing algorithms in order to enhance the credibility of AI [10, 11]. For example, Han 
et  al. introduced fuzzy set theory to devise a new building-unit, named fuzzy denois-
ing autoencoder (FDA). This novel unit was used to construct fuzzy deep network [12]. 
The results displayed that this FDA can extract more robust features compared with the 
basic unit in traditional DNN, to mitigate the effect of uncertainties. Moreover, Rozsa 
et al. proposed the batch adjusted network gradients (BANG) for model training, lead-
ing to improvements in model accuracy [13]. However, it is undeniable that AI has been 
criticized in recent years for a major weakness: the lack of interpretability in its deci-
sion-making processes [14, 15]. To solve this problem, Dubey et  al. devised a scalable 
polynomial additive model (SPAM) [16]. This SPAM employed tensor rank decomposi-
tions of polynomials to create an inherently-interpretable model. In addition, Meng et al. 
proposed a semantic-enhanced Bayesian personalized explanation ranking (SE-BPER) 
model, leveraging the interaction information and semantic information [17]. In this SE-
BPER model, interaction information was utilized to form a latent factor representation 
by constructing the interaction matrix. Then, the semantic information was adopted to 
optimize this factor representation, thereby improving the rationality of decision results. 
Additional research efforts aimed at the performance improvement of neural network 
can be found in [18–20]. It imperative to note that the foundation of all these meth-
ods, ranging from [12] to [20], is trustworthy of data they adopted. With the maturity 
of AI technology, including the emergence of automated machine learning (AutoML) 
platform and industry-standard platforms like PyTorch, it is much easier to develop and 
improve models when the data are provided than before [21]. Nevertheless, according 
to surveys conducted in [22, 23], it is staggering that 96% of enterprises encounter chal-
lenges related to data quality or labeling in their AI projects, while 40% of them lack the 
confidence for ensuring the data quality. If a model captures the biases and incorrect 
correlations of data, it adheres to the principle that “garbage in, garbage out,” and will 
have a significant impact on the credibility of AI [24]. In fact, the breakthrough of AI 
benefits from the development of high-quality data. which means that the data quality 
has become absolutely crucial.

In particular, as the emphasis transitions from model optimizing to data improvement, 
data scientists often spend nearly twice the time on data loading, cleansing and visuali-
zation in comparison to model training, selection and deployment [25]. Andrew Ng, a 
respected figure in the field of AI, has emphasized that 80% data plus 20% model can 
equal better machine learning [26]. That indicating that more outstanding outcomes of 
AI can be well achieved by enhancing data quality, especially when the model remains 
fixed. For instance, ChatGPT, the renowned chat robot, demonstrated greater surprise 
and credibility in its third iteration compared to its predecessor. This advancement 
was primarily due to multitudinous efforts in acquiring high-quality data for training, 
rather than substantial modifications to the model’s structure [27]. Furthermore, Profes-
sor Songchun Zhu, a globally renowned expert in AI field, once proposed “The key to 
general AI lies in establishing a "heart" for machines. Data provides learning materials 
and basis for intelligent agents, and is the foundation for their mental formation” [28]. 
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Good data can guide AI towards goodness and trustworthy. Therefore, more scholars 
are participating in the evaluation and improvement of data quality. In [29], Liang et al. 
primarily explored the influence of data pipeline on the credibility of AI, encompassing 
data design (sourcing and documentation), data sculpting (selection, cleaning and anno-
tation), and data strategies for model testing and monitoring. Their work offers valuable 
theoretical insights into significance of data quality. However, a specific implementation 
was not given. Additionally, a data protection strategy, using the backdoor watermark-
ing, was given to authenticate data ownership [30]. This proposed protection method 
employs poison backdoor attacks for data watermarking. Then, a hypothesis-test-guided 
method was utilized for verification. The experiments demonstrated that this protection 
method can effectively prevent data theft to enhance reliability of AI. Caballero pro-
posed a 3Cs model, which is composed of three data quality dimensions for assessing the 
quality of data: contextual consistency, operational consistency and temporal consist-
ency [31]. Nevertheless, it only focuses on a single dimension of data, potentially over-
looking other crucial aspects. A multi-dimensional assessment could provide a more 
overall understanding of AI credibility. For examples, the significance of data integrity 
and consistency as pivotal quality assurance dimensions was emphasized together [32]. 
In addition, a comprehensive assessment methodology, encompassing multiple dimen-
sions, was introduced to estimate the integrity, redundancy, accuracy, timeliness, intel-
ligence and consistency of power data [33]. The result demonstrated that this assessment 
method can provide a foundation for data analysis and data mining to facilitate the trust-
worthy AI in power system.

However, the following problems should be future discussed.

1. The evaluation dimensions are currently qualitative, meaning we understand the 
actions required but lack clarity on the rationale behind them or their potential 
scope. Practical application guidelines remain somewhat ambiguous. In data-driven 
scenarios, the performance of AI models is crucial and complex. Due to the qualita-
tive nature of evaluation dimensions, it is often difficult to accurately measure how 
these variables individually or synergistically affect the model, making it difficult to 
develop effective optimization strategies for the improvement of AI models.

2. When data is input into an AI model, its performance is not only influenced by a 
single dimension of the data, but also by multiple factors. The intricate interaction 
between various dimensions is often overlooked or simplified in the current evalu-
ation methods, resulting in an inability to comprehensively and deeply understand 
the data and evaluate data. Moreover, a further consideration is needed that the har-
monious integration of subjectivity and objectivity criteria to ensure a more precise 
assessment of data quality.

In order to solve this problem, a multi-dimensional hierarchical evaluation system 
(MDHES) is proposed to estimate the data quality in this paper. The main contribu-
tions of this paper are as follows.

1. Multiple dimensions are designed to evaluate data condition separately. Innovatively, 
the evaluation dimensions have been not only given, but also the specific quantita-
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tive formulas, which can provide a clearer understanding of the strengths and weak-
nesses among these dimensions, by calculating the individual scoring. Moreover, the 
effects of data improvements can also be explicitly measured, which offers a con-
structive guidance and feedback on the implementing enhancements for researchers.

2. A comprehensive evaluation method, incorporating fuzzy evaluation model, is 
developed to synthetically evaluate the data quality, based on the score value of 
each dimension. This method focuses on interactions of dimensions to achieve the 
dynamic balance. Furthermore, the adoption of fuzzy evaluation model can achieve 
a harmonious integration of subjectivity and objectivity criteria to more accurately 
reflect the data quality.

The outline of this paper is organized as follows. Section "Multi-dimensional hierar-
chical evaluation system" introduces the proposed MDHES, consisting of quantization 
of evaluation dimensions and the comprehensive evaluation method in detail. Subse-
quently, the experimental results and the comparisons on the benchmark problems are 
discussed to demonstrate the effectiveness of the proposed MDHES in Section "Results 
and discussion". Section "Practical application of multi-dimension comprehensive evalu-
ation system" highlights real-world applications implemented for cyber-telecoms fraud 
identification, while the conclusions are given in Section "Conclusion".

Multi‑dimensional hierarchical evaluation system
In this section, a MDHES is proposed for data quality evaluation. As shown in Fig. 1, 
multiple crucial dimensions, consisting of completeness, accuracy, consistency, vari-
ousness, equalization, logicality, fluctuation, uniqueness, timeliness, standard, which 

Fig. 1 The framework of the proposed multi-dimensional hierarchical evaluation system
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encompasses the entire data pipelines (data processing, data usage, data storage and 
more), are meticulously designed to evaluate data condition separately by calculating 
individual score of each dimension. Then, a comprehensive evaluation method, inte-
grating individual scores, is developed to provide a synthetically evaluation for the 
data quality. Next, the proposed MDHES will be introduced in detail.

Design and calculation of dimensions for data quality evaluation

1. Completeness: Data completeness refers to the absence of any gaps or missing 
values within a training data set. Training data containing miss values will lead to 
AI models yielding inaccurate assumptions, primarily because the incomplete data 
only provides a partial information, potentially causing costly mistakes and signifi-
cant waste of resources [34]. The data completeness encompasses several aspects: 
the comprehensiveness of features, the fullness of feature values, and the adequacy of 
data size. For the comprehensiveness of features, θ11 can be given as

where ℧11 is the number of features in the benchmark data, while Ω11 represents the 
number of features in the training data. Baseline data is meticulously gathered by meas-
urement organizations tailored to specific scenarios, resulting in a comprehensive data 
set that meets specific requirements. However, acquiring such data demands consider-
able effort and financial investment.

The presence of null values will affect the availability of data, undermining the deci-
sion-making capabilities of AI,  especially when the training data contains too many 
null values. Therefore, it is imperative to consider the fullness of feature values and 
can be defined as

where Ω12 signifies the number of training data samples with null values, and S indicates 
the total number of training data sample. Having an adequate amount of training data is 
crucial, which can help the AI model to learn the underlying patterns.

and essential laws, thereby enhancing its generalization ability. It can be described 
as

where vi is the ith sample target size in the training data, and γ denotes the z-score asso-
ciated with the confidence level ε. pi is the proportion of the ith category in training data. 
The score of data size can be calculated as

where si indicates the actual size of ith category. Based on the above analysis, the train-
ing data completeness is

(1)θ11 = min(1, � 11

/

℧ 11)× 100%,
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where w11, w12 and w13 are the connect weights for each dimension, respectively.
2. Accuracy: The data accuracy is the degree of closeness between the collected data and 

the actual true values [35]. The perturbation data, such as the false data by the deep fake 
algorithm, and adversarial sample in dataset, may hinder AI model to recognize the correct 
patterns, ultimately affecting the accuracy of AI models. Therefore, for the general pertur-
bation data can be discovered by outlier detection technology, such as the 3-sigma criterion

where xij is the value of ith row and jth column in training data. x i and κi represent the 
average value and standard deviation of ith column respectively. The accuracy of train-
ing data θ2 can be given as

where Ω21 is the number of outliers.
For the carefully designed perturbation data (false data by the deep fake algorithm, the 

contaminated data), regarded as adversarial sample, the robustness of data can be evaluated 
by the Adversarial Category Average Confidence (ACAC) [36], which can be defined as the 
average confidence level of the model classifier in misclassifying

where Ω22 represents the number of successful adversarial sample attacks, xadv iis the 
ith adversarial sample and yi is the corresponding label value. Therefore, the accuracy of 
training data θ2 can be given as

where Ω2 is the number of outliers.
3. Consistency: Contradictory samples in training data can confuse AI models, prevent-

ing them from understanding correct relationships among data set. This confusion can 
reduce the prediction stability of models across various scenarios and even over time [37]. 
Therefore, it is crucial to measure the consistency of training data. First, the format of fea-
tures in training data is verified

where θ31 is the score for format consistency, Ω31 indicates the number of samples with 
different formats for a feature. Moreover, by comparing the values of features and labeled 
values between each sample, the content consistency for the same matter can be given as

(5)θ1 = ω11θ11 + ω12θ12 + ω13θ13,

(6)xij ⊆
[

xj−3κj , xj+3κj
]

,

(7)θ21 = � 21

/
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(8)θ22 =
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where Ω32 denotes the number of samples containing conflicting content. In addition, 
after content consistency evalution, adversarial samples with the target attacks will also 
be detected. Therefore, the consistency of training data θ3 is

where w31 and w32 are the weight.
4. Variousness: When the training data lacks diversity and is predominantly homoge-

neous, AI model may become overfitted, limiting its ability to generalize [38]. In fact, 
the variousness of data can be enhanced by the federated learning. However, too many 
participants may cause computational waste and increase training costs. Therefore, to 
ensure the versatility of model across different scenarios, it is essential to evaluate the 
breadth of data sources θ41 and the richness of training data categories θ42

where Ω41 is the number of data sources of training data and ℧41 is the number of data 
sources of benchmark data. Additionally, Ω42 denotes the number of categories of train-
ing data, while ℧42 is the number of categories of benchmark data.

Therefore, the variousness of training data can be defined as

where w41 and w42 signify the connect weights.
5. Equalization: The significant discrepancy in the quantity of samples across differ-

ent categories can result in discriminatory decision outcomes from the AI models [39]. 
Thus, to prevent such biases, it is essential to evaluate and ensure the equalization of 
training data

where ζmax and ζmin are the maximum value of the number of categories respectively.
6. Logicality: The logicality can be utilized to evaluate whether the relationship 

between features in training data align with factual or commonsense knowledge, which 
certain data errors may remain undetected during data accuracy assessment [40]. Logi-
cal relationships between features encompass comparisons like ‘greater than’, ‘less than’, 
‘equal to’, and the like. For example, if feature A and feature B, when multiplied, are 
expected to be greater than or equal to feature C. If their product falls short of feature 
C, it indicates a logical inconsistency. Based on the priori knowledge, logicality can be 
given as

where Ω61 represents the number of samples with logical errors.
7. Fluctuation: To investigate the periodic variation or distribution pattern of train-

ing data, fluctuation evaluation can be used to assess the difference of historical samples 

(11)θ32 = (S−� 32)
/

S × 100%,

(12)θ3 = ω31θ31 + ω32θ32,

(13)
θ41 = min(1, � 41

/

℧41)× 100%,

θ42 = min(1, � 42

/

℧42)× 100%,

(14)θ4 = ω41θ41 + ω42θ42,

(15)θ5 = [1−(ζmax−ζ )/(ζmax−ζmin)] × 100%

(16)θ6 = (S−� 61)
/

S × 100% ,
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and latest samples [41]. The evaluation formula for quantifying these fluctuations is 
expressed as

where ℧71 is the sum of historical samples, while Ω71 signifies the sum of latest sam-
ples, |.| denotes an absolute value operation. It is worth noting that, to ensure computa-
tional fairness, the number of historical samples should be equal to the number of latest 
samples.

8. Uniqueness: Repetitive samples have an influence for the outputs of AI models, 
often causing the overfitting [42]. Nevertheless, simply eliminating these samples from 
the training data could compromise the generalization ability of the models. Therefore, 
data uniqueness assessment is required as a basis for deletion without affecting the per-
formance of models

where Ω81 is the number of repetitive samples in training data.
9. Timeliness: AI models need to be trained with the latest data to ensure optimal per-

formance [43]. Failure to update the data in a timely manner may deprive the model of 
access to the latest information, ultimately diminishing the accuracy of its predictions or 
decisions. Therefore, timeliness of data is critical to maintain the effectiveness of the AI 
model. Timeliness of data includes the distributional shifts of data and the update fre-
quency of data. The distributional shifts of data are given as

where

Ŝi is the average value of the ith feature of dataset at time t, and τ indicates the time 
interval. Furthermore, the update frequency of data is

where TB represents the ideal number of update time period and TN is the time period 
that has not been updated. Thus, the timeliness of the data can be described as

where w91 and w92 are the connection weights.
10. Standard: By standardizing data formats and naming conventions, the readabil-

ity and comprehensibility of the data are significantly improved. This process can 
help researchers rapidly familiarize these data, to reduce the complexity and time 
required for data processing [44]. Furthermore, data reliability can be enhanced by 
standardizing data source, collection processes, data storage and data training. The 
standard of data source means that the data source channel is legitimate. Moreover, 

(17)θ7 = min(1, |℧71−� 71|
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/
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(21)θ9,2 = (TB−TN )
/
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(22)θ9 = ω9,1θ9,1 + ω9,2θ9,2,
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the standard of the collection processes and data storage means that the data is pro-
tected by encryption algorithm such as the differential privacy method and feder-
ated learning. The standard of data training refers to the standard in the process of 
using online or offline data to train AI models, such as the homogeneous compu-
tation or heterogeneous computing. Based on the manual judgement, θ10 score of 
standard can be given as

where θ10,1 is the format standard score, θ10,2 is the naming standard score,θ10,3, θ10,4, 
θ10,5 and θ10,6 indicate scores for data source channel, collection process, data storage 
channel and data training respectively, w10 = [w10,1,w10,2,…,w10,6] represents the weight 
set.

Remark Ten key dimensions have been elaborately designed to evaluate data quality. 
By calculating the score of each dimension, researchers have a clearer understanding 
for data condition. This approach not only offers valuable guidance but also provides 
feedback on the effectiveness of training data enhancement. Moreover, the use of simple 
naming conventions for dimensions, such as serial numbering, simplifies the expansion 
of dimensions or the addition of sub-item within each dimension in future studies. It is 
worth noting that to better align with real-world scenarios, certain dimensions incorpo-
rate subjective evaluation criteria. In the following discussion, we will explore strategies 
to minimize the influence of subjectivity.

Comprehensive evaluation for data quality

Based on the dimensions discussed above, data quality will be comprehensively eval-
uated in this section. In fact, evaluating multi-dimension problems is difficult, due 
to the potential fuzziness and subjectivity inherent in certain dimensional values. 
Moreover, all dimensions have to be considered simultaneously, coupled with vary-
ing degrees of importance among them, which makes the problem more complicated. 
Fuzzy comprehensive evaluation model offers a solution. It can transform qualita-
tive evaluation into quantitative evaluation to make an overall evaluation of things or 
objects constrained by multiple dimensions, based on fuzzy mathematics. Therefore, 
this model is introduced into the proposed hierarchical evaluation system, to solve 
difficult-to-quantify and non-deterministic problems, by better achieving a harmo-
nious integration of subjectivity and objectivity criteria. Next, fuzzy comprehensive 
evaluation model will be described in detail.

Determination of evaluation dimensions and evaluation grades

According to the discussion in Section "Design and calculation of dimensions for 
data quality evaluation", the dimension: completeness, accuracy, consistency, various-
ness, equalization, logicality, fluctuation, repeatability, timelines, and standard, can 
be applied for data quality evaluation. However, training data in different application 
scenarios should be evaluated using the appropriate dimensions. Thus, the evaluation 

(23)
θ10 = ω10,1 θ10,1 + ω10,2 θ10,2 + ω10,3 θ10,3 + ω10,4 θ10,4 + ω10,5 θ10,5 + ω10,6 θ10,6,
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dimensions can be defined as θ = {θ1, θ2, θ3, …, θn}, and n ͼ [1, 10]. The evaluation 
grades can be given as v = {v1, v2, v3, …,vm} and m is the number of evaluation grades. 
For example, when m is four, set v is {excellent, good, pass, poor}.

Construction of evaluation matrix and weight vector

Firstly, the evaluation matrix R, where the membership degree of dimensions in set θ for 
each evaluation grade in set v, needs to be determined

where rij is membership degree of ith dimension for the jth evaluation grade and can be 
given as by adopting the membership function. It is important to highlight that distinct 
membership functions should be employed in different scenarios. After the evaluation 
matrix is calculated, weight vector also needs to be determined.

Each dimension has different roles and positions in the evaluation of data quality. 
Therefore, the weight vector a = (a1, a2, …, an), a1≧0, ∑ai = 1, need to be designed, which 
can express the importance of each dimension relative to the problem to be evaluated. 
Since the requirements for each dimension are discrepant in different scenarios. Ana-
lytic hierarchy process (AHP) [45] is suitable for the determination of the weights in this 
paper, which is an effective analytical method that harmoniously combines qualitative 
and quantitative methods for solving complex problems with multiple objectives. In 
order to save space, the working principle of AHP will not be presented while the com-
putational steps will be given in detail in the Section Results and discussion.

Make comprehensive evaluation

For the relationship matrix R and weight vector a, fuzzy transformation result b can be 
described as

where vector b = [b1, b2, …, bm] and symbolic < ○ > represents the fuzzy operator. More-
over, in order to make full use of information of R, the weighted average operator can be 
adopted

Thus, the comprehensive evaluation result CER is

(24)R =











r11, r12,...,r1m

r21, r22, ..., r2m

... ... ... ...

rn1, rn2, ..., rnm











, and

m
�

j=1

rij = 1,

(25)
b = a ◦ R

(26)bj = min







1,

i=n,j=m
�

i=1,j=1

min(ai, rij)







.

(27)CER =

m
∑

j=1

ηjbj ,
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where ηj is the source of jth evaluation grade. Moreover, the detailed evaluation pro-
cesses are summarized in Table 1.

Remark The data quality evaluation is complex, because many dimensions to be con-
sidered together at the same time, and each dimension has a different level of impor-
tance. Therefore, the proposed comprehensive evaluation method, incorporating the 
fuzzy comprehensive evaluation model, can effectively focus on interactions of dimen-
sions to achieve the dynamic balance. Furthermore, the expert knowledge can be 
employed in evaluation, and meanwhile the influence of subjectivity in entire evaluation 
process can be mitigated, by leveraging fuzzy mathematics. Thus, this comprehensive 
evaluation method will accurately reflect the data quality to increase credibility of AI.

Results and discussion
To further demonstrate the procedures and effectiveness of the proposed MDHES, an 
example on publicly available data sets: intrusion detection scenario-KDDcup 99 dataset 
is discussed in this section. The simulations are run on Windows 10.0 operating system 
with a clock speed 2.6 GHz, 4 GB RAM, and Anaconda 3 development environment 
with Python 3.6 programming language.

Intrusion detection scenario

Intrusion detection can discover the violations of security policies or signs of attacks 
in the network and system by collecting and analyzing the operational log information. 
KDDCup99 dataset was derived from a simulated US Air Force LAN with attacking last-
ing 7 weeks and can be obtained by https:// kdd. ics. uci. edu/ datab ases/ kddcu p99/ kddcu 
p99. html. The 10_percent_ subset is be adopted in this example. Each sample in subset 

Table 1 The evaluation process of the proposed MDHES for data quality

For training dataset of AI models

%Calculating the sorces of evaluation dimension for data quality

For evaluation object

The selection of appropriate dimension

Calculating the score of evaluation dimension θ = {θ1, θ2, θ3, …, θn} %

The selection form Eqs. (1-23)

%Comprehensively evaluating data quality

Givng as the evaluation grades v = {v1, v2, v3, …, vm}

Constructing of evaluation matrix R % Eq. (24)

Constructing of judgment matrix C % Eq. (28)

Calculating of largest eigenvalue λmax and its eigenvector of matrix C
Testing Consistency CR = CI / RI % Eq. (32)

Normalizating of eigenvector of λmax

Obtaing the weight vector a

Making the fuzzy transformation b % Eq. (25)

Obtaining the comprehensively evaluation result CER
End

https://kdd.ics.uci.edu/databases/kddcup99/kddcup99.html
https://kdd.ics.uci.edu/databases/kddcup99/kddcup99.html
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was labeled as normal and four abnormal categories. Furthermore, anomaly data and 
another 17 attack types appeared in the test data.

Determination of benchmark data

In order to match the actual scenarios, benchmark data are randomly sampled from the 
training and testing sets at a ratio of 80%. Additionally, 50% data is randomly sampled 
from the benchmark data as a validation sample to validate the effectiveness of the AI 
model (fuzzy neural network, FNN). The distribution details are summarized in Table 2.

Determination of evaluation dimensions

For the training data in intrusion detection scenario, evaluation dimensions are analyzed 
and used to evaluate, consisting of completeness, accuracy, consistency, variousness, 
equalization, logicality and uniqueness. Completeness, variousness and equalization can 
essentially guarantee adequacy and richness of intrusion detection data, thereby increas-
ing the generalization and stability of the AI model. Accuracy, consistency and logical-
ity can ensure that the intrusion data, learned by AI models during training, is real and 
effective, thereby improving the accuracy of the model in identifying intrusion behav-
iors. Moreover, the fluctuation, timeliness and standard are not evaluated in this experi-
ment. The reasons are as follows:

Fluctuation: This intrusion detection data does not conform to periodic change. Thus, 
it is not possible to perform the fluctuation assessment.

Timeliness: This training data, although from 1999, provides a foundation for research 
on network intrusion detection based on computational intelligence. However, accord-
ing to the requirements of timeliness, the evaluation scores would be very low. There-
fore, the timeliness evaluation is not done in this experiment, to avoid the impact on the 
final evaluation results.

Standard: The standard of training data cannot be assessed, because this data acquisi-
tion process and storage channel is not known.

Evaluation results and analyse for intrusion detection

Dimension evaluation for training data: Based on the completeness, accuracy, con-
sistency, variousness, equalization, logicality and repeatability, KDDCup99 intru-
sion detection data was evaluated with equal weights for each evaluation dimensions 
and the details are summarized in Table 3. For completeness of training data, obvi-
ously, the scores of features and feature values are 100. The score of data size is the 
76.71 with the confidence level 4%, thus the completeness is the 92.24. In addition, 
the accuracy is 96, where 18,612 anomalous data are filtrated according Eq.  (6). No 

Table 3 The Evaluation results of each dimension for training data of intrusion detection

Dimension 
(%)

Completeness Accuracy Consistency Variousness Equalization Logicality Uniqueness

Evaluation 
result (Raw)

92.24 96 100 54.5 26 100 30
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contradiction has been discovered between training data and baseline data by com-
paring each sample, then the score of consistency is 100. Due benchmark data are 
randomly selected from the training and testing sets, it means that multi-source score 
of training data is 50. Moreover, there are 23 categories of training data, and 39 cat-
egories of benchmark data, the diversity is 56. Therefore, the variousness score is the 
53. Intuitively, there is a significant difference in the number of categories of training 
data and the equalization score is only 1 according to Eq. (13). It can be determined 
that logicality score is 100 by calibration. Additionally, there are 348,435 duplicate 
entries in the training data, and the score for uniqueness is calculated to be 30.

Comprehensive evaluation for training data: Based on the above discussion of 
each dimension, data quality can be comprehensively evaluated in this section. In 
our experiment, data quality is divided into four evaluation grades: poor, pass, good, 
excellent. The evaluation matrix R, where the membership degree of dimensions for 
each evaluation grade, needs to be calculated. First, membership function will be 
determined. For the “poor” grade, the lower the score of dimension, the greater the 
degree of belonging to it. Thus, “poor” should be a gradually decreasing function. 
Similarly, “excellent” is a gradually rising function. Both “pass” and “good” are func-
tions that go up and then go down. Based on the above analysis, trapezoidal member-
ship function is adopted with a characteristic of simple calculation. The distribution 
can be given as

where δ1, δ2, δ3, and δ4 are the critical values at the four levels of poor, pass, good, excel-
lent, respectively.

For the intrusion detection scenario, the completeness, accuracy, consistency and 
logicality are critical, which will have a direct impact on the FNN model. However, 
equalization is hard to guarantee, due to the difficulty and the cost of attacking. 

(28)

ri1 =











1, x ≤ δ1

(δ2 − x)
�

(δ2 − δ1), δ1 < x < ·δ2

0, x ≥ δ2

, ri2 =











(x − δ1)
�

(δ2 − δ1), δ1 < x < δ2

(δ3 − x)
�

(δ3 − δ2), δ2 < x < δ3

0, x ≤ δ1 or x ≥ δ3

,

ri3 =











(x − δ2)
�

(δ3 − δ2), δ2 < x < δ3

(δ4 − x)
�

(δ4 − δ3), δ3 < x < δ4

0, x ≤ δ2 or x ≥ δ4

, ri4 =











0, x ≤ δ3

(x − δ3)
�

(δ4 − δ3), δ3 < x ≤ δ4

1, x ≥ δ4

,

Table 4 The grade distribution of each dimension in intrusion detection scenario

Dimension (%) Poor Pass Good Excellent

Completeness 80 85 95 98

Accuracy 85 90 95 99

Consistency 90 95 98 99

Variousness 50 60 70 80

Equalization 35 55 75 85

Logicality 85 90 96 98

Uniqueness 25 35 45 60
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Uniqueness is also difficult to obtain satisfactory results, because of repeated attack 
means in this scenario. Therefore, the grade distribution of each dimension is as 
follows.

According to Table 4, the membership functions of dimensions can be determined. 
For examples, membership functions of completeness for four grades are

thus, the fuzzy set of completeness is [0, 0.276, 0.724, 0]. Sequentially, evaluation matrix 
R can be given

Next, the weight vector a will be depicted by adopting AHP. In this AHP, judgment matrix 
C is first constructed and the element cij of C are given using 1–9 scale method proposed by 
Saaty.

Based on Table 5, the judgment matrix C, by a two-by-two comparison of completeness, 
accuracy, consistency, variousness, equalization, logicality and repeatability, can be defined 
as

(29)

ri1 =
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(85− x)
�

(85− 80), 80 < x < 85

0, x ≥ 85

, ri2 =
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�
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(98− 95), 95 < x < 98
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�
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(30)R =



















0, 0.276, 0.724, 1

0, 0, 0.67, 0.33

0, 0, 0, 1

0.55 0.45 0, 0

1, 0, 0, 0

0, 0, 0, 1

0.5, 0.5, 0, 0



















,

Table 5 1–9 scale method

Then, a consistency testing is performed for matrix C

Scale Interpretation

1 Equally important compared to two dimensions

3 One dimension is slightly more important than the other

5 One dimension is clearly more important than the other

7 One dimension is more strongly important than the other

9 One dimension is more extremely important than the other

2,4,6,8 Median of two adjacent dimensions

Inverse aji = 1/ aij
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where CR is the consistency ratio, λmax is the absolute value of the largest eigenvalue 
of the matrix C and τ is the number of non-zero eigenvalues order. For matrix C, λmax 
is 7.588, τ is the 7. Additionally, when the eigenvalue is 7, the corresponding RI is 1.32, 
which is directly given by Saaty. Therefore, value of CR is 0.074 and passes the consist-
ency testing. The maximum vector of the maximum eigenvalue λmax is [– 0.15, – 0.43, 
– 0.69, – 0.17, – 0.04, – 0.53, – 0.048]. Then, after normalization, the weight vector is 
[0.18, 0.25, 0.25, 0.04, 0.04, 0.12, 0.12]. Therefore, the fuzzy transformation result is [0.1, 
0.1, 0.47, 0.31]. The scores corresponding to four evaluation grades are [40, 60, 80, 90]. 
Hence, the comprehensive evaluation result of training data of intrusion detection is 
75.5.

In addition, to better compare the advantages of the fuzzy comprehensive evalua-
tion method, it is compared with the weighted average evaluation method, where each 
dimension is equally weighted. The calculated score for data quality is 71.2. In this sce-
nario, the score is 4 points lower, compared to the score of fuzzy comprehensive evalua-
tion. However, the fuzzy comprehensive evaluation method produces the final evaluation 
result by setting unequal weights for each evaluation dimension. This weight setting 
method can reflect the relative importance between the evaluation dimension, mak-
ing the results more scientific and reasonable. Besides, it can effectively deal with vari-
ous vague and uncertain information. These advantages make the fuzzy comprehensive 

(31)C =



















1, 1/4, 1/6, 0.5, 7, 1/4, 6

4, 1, 1/3, 5, 9, 1, 9

6, 3, 1, 5, 9, 1, 9

2, 1/5, 1/5, 1, 5, 1/6, 5

1/7, 1/9, 1/9, 1/5, 1 1/8, 1/2

4, 1, 1, 7, 8, 1, 8

1/6, 1/9, 1/9, 1/5, 2, 1/9, 1
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(32)
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/

RI ,

CI= (�max−τ )
/

(τ−1),

Fig. 2 The number of each data set



Page 17 of 26Zhang et al. Journal of Big Data          (2024) 11:136  

evaluation method prominent and become one of the effective means to solve practical 
evaluation problems.

Based on the above discussion, equalization and uniqueness are the main reasons 
for causing the unsatisfactory score of data quality. Therefore, some data processing is 
required for the data quality improvement. After de-duplication and simple random 
sampling [46], the distributions of all data sets are shown in Figs. 2, 3. It can be seen 
that, to improve the equalization, the number of category R2L is decreased, while other 
categories are increased. Moreover, the evaluation results of improved training data are 
summarized in Table 5 and the comparison with the raw training data is displayed in 
Fig. 4.

Based on Fig.  4 and Table  6, the accuracy is improved by 2% comparing with the 
raw training data. Additionally, the scores of variousness, equalization and uniqueness 
have been improved by at least 50%. It is worth noting that we don’t completely remove 
duplicates, to maintain a balance between the equalization and uniqueness, due to the 

Fig. 3 The number of categories of each data set

Fig. 4 The evaluation result comparison of raw training data and improved training data for intrusion 
detection
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limitations in benchmark database. The comprehensive score of the processed training 
data is 89.2, whose quality has significantly improved.

In order to further demonstrate the impact of training data improvement on model 
performance, FNN will be used in the validation data. Moreover, the simulation results 
of FNN on the processed training data (FNN-P) are compared with FNN on the raw 
training data (FNN-R), multi-level hybrid support vector machine and extreme learning 
machine based on modified k-means (SVM + ELM + MK) [47], back propagation (BP) 
network, improved long-short term memory (ILSTM) [48], and improved sparse denois-
ing autoencoder (ISSDA) [49]. To make a fair comparison, the accuracy TA, false positive 
rate TF, and false negative rate TM are introduced. The results are displayed in Figs. 5–7 
and the details are shown in Table 7.

The accuracy of different AI models is displayed in Fig. 5. The false positive rate, and 
false negative rate are shown in Figs.  6 and 7. Combining with the Table  7, it can be 
seen that FNN-P has the significant improvement on all categories, whose performance 
is shown in bold in Table 7, such as the accuracy of ‘Normal’ is improved by approxi-
mately 8% and the false rate of ‘Dos’ is reduced to 3.6%, comparing with the FNN-R. 
It indicates that data quality plays a crucial role in model performance improvement. 
Moreover, FNN-P performs better than the meticulously designed SVM + ELM + MK, 
especially in categories ‘U2R’ and ‘R2L’. In addition, the effectiveness of FNN-P can be 
comparable to that of improved deep networks (ILSTM and ISSDA). Based on the above 
analysis, the proposed MDHES has a magnitude significance. The strengths and weak-
nesses of intrusion detection can be clearer understood by quantifying the score of each 
dimension, which will provide the guidance and feedback on the data quality improve-
ment for the researchers. Furthermore, the proposed comprehensive evaluation method 
can achieve the dynamic balance of dimensions to avoid the resource waste for excessive 
pursuing a certain dimension improvement, such that the score equalization is only 58, 
FNN still achieves good performance.

Table 6 The evaluation results of each dimension for processed training data of intrusion detection

Dimension 
(%)

Completeness Accuracy Consistency Variousness Equalization Logicality Uniqueness CER

Evalua-
tion result 
(improved)

90 98 100 100 58 100 66 89.2

Fig. 5 The accuracy comparison of different AI models
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Practical application of multi‑dimension comprehensive evaluation system
In recent years, cyber-telecoms fraud has been a seriously social problem, threatening 
the property safety of the people, with the characteristics of frequent occurrence, rapid 
increase, and repeated prohibition. Deep neural networks (DNNs) are the powerful tool 
to effectively distinguish the fraudulent behaviour. However, this tool is highly question-
able, because that the effects are unable to determine, which may cause the unbearable 
consequences. Therefore, the proposed MDHES are investigated from the data quality 
aspect for intelligent identification of cyber-telecoms fraud to enhance the credibility of 
DNNs.

Fraud data from four provincial companies in China has been obtained to form a 
benchmark database after data processing (deduplication, denoising, and complement 
of missing values, etc.), which will be encrypted by the differential privacy way and 
uploaded to the data management library of this proposed evaluation system. The data 
features can be summarized into three categories: network management data, signaling 
data, and call ticket data. The network management data contains the IP address, MAC 
address, port number and so on. Signaling data is some location related information. 
The features of call ticket data include the number of calls, total call duration, maximum 
call duration, minimum call duration and last call duration. The important features of 
this benchmark database are 32 after selection, where the some features are very sen-
sitive and required not to disclose publicly. Moreover, the number of total data is 500 
million, contains the approximately 400 million normal samples and 100 million fraud 
samples. There are mainly types of fraud: traditional fraud (gambling, pornography, pyr-
amid schemes) and new fraud (investment and financial management, pig killing, loans, 
brushing orders, counterfeit industry and commerce, counterfeit public security, procu-
rator and judicial authorities, counterfeit customer service and so on).

In this scenario, we adopt nine dimensions, except the fluctuation due to the irreg-
ular occurrence of fraud activities, to evaluate the training data. Firstly, uploading the 

Fig. 6 The false positive rate comparison of different AI models

Fig. 7 The false negative rate comparison of different AI models
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training data file with the 40 million samples to the proposed MDHES (seen as the 
Fig.  8). Then, Clicking the ‘Create’ button, evaluation task can be created. Next, nine 
dimensions are selected, and the task starts by clicking the ‘Start’ button. The evalua-
tion results are shown in Fig. 9. It can be seen that the data size in completeness is 58.16 
and the variousness is 75. Therefore, the dimensions: completeness, consistency, unique-
ness and timeliness have unsatisfactory scores, which needs to be further improved and 
repeat the evaluation process. Additionally, in order to clearly demonstrate the changes 
in the scores of the raw and improved data samples, the comparisons are displayed in 
Fig. 10, and the details are summarized in Table 7.

Fig. 8 The evaluation task creation of fraud data

Fig. 9 The evaluation result display of fraud data

Fig. 10 The evaluation result comparison of raw training data and improved training data for cyber-telecoms 
fraud identification
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It can be seen the completeness of training data is improved by 10% in Fig.  10 and 
Table 8. Consistency and timeliness are two important dimensions for fraud identifica-
tion DNNs, due to the replacement of objects. For example, the previously normal URL 
has become a malicious URL, which will lead to a contradiction of label value. There-
fore, the consistency is enhanced by correcting contradiction samples based on the lat-
est fraud data. Of course, the timeliness is also increased. Moreover, the comprehensive 
score for data quality is 92.6, which is enhanced by approximately 8.3%, comparing with 
the original training data. To reveal the impact of data quality change on DNNs, SDA 
and LSTM are adopted, where the basic building units of SDA are 32, and the basic units 
of LSTM are 21. The performances on the validation data are shown in Fig. 11.

As shown in Fig. 11, the average accuracy, average false positive rate, average and false 
negative rate of DNNs have the positive improvement. The average accuracy of DNNs 
is 89.46, which has increased by 13% comparing to the original data. Furthermore, the 
average TF is reduced to 8.19% and the average TM is also 2.61%. Based on the evaluation 
results and performance, this intelligent identification model meets the actual applica-
tion requirements and is deployed into the business of cyber-telecoms fraud prevention. 
The actual application is shown in Fig. 12.

Fig. 11 The average performance comparison of DNNs with the raw training data and improved training 
data

Fig. 12 Real-time display screen of cyber-telecoms fraud prevention
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It can be seen that the total number of fraudulent websites today, the total number of 
fraudulent websites within a week, the number of interceptions, and the total number of 
interceptions within a week. Moreover, the top twelve types of fraudulent websites are 
given, and at the same time, blocking websites with higher rankings are also displayed. In 
the first quarter of 2024, the cyber-telecoms fraud prevention system effectively identi-
fied 3 million + fraudulent websites and blocked 46 billion + illegal visits, to effectively 
reduce the incidence of fraud and protect citizens’ lives and properties.

Conclusion
In this paper, a MDHES is proposed to estimate the data. In this evaluation system, multiple 
crucial dimensions are designed to evaluate data condition separately, which can provide a 
clearer understanding for improvement. Then, a comprehensive evaluation method, incor-
porating a fuzzy evaluation model, is developed to synthetically evaluate the data quality to 
achieve the dynamic balance and meanwhile mitigates the impact of subjectivity on the com-
prehensive evaluation result. Finally, experiment results and comparisons, in intrusion detec-
tion benchmark problem and real intelligent application identification of cyber-telecoms 
fraud, demonstrate the effectiveness of the proposed MDHES, which achieves an accurately 
and thoroughly data quality assessment to provide strong data support for trustworthy AI. 
In addition, when there are multiple dimensions (more than 9), the workload of AHP scaling 
is too large, which can easily cause confusion in judgment. Therefore, in future research, on 
the hand, we will focus on improving the comprehensive evaluation method to better assess 
the quality of data. On the other hand, more dimensions and sub-items for the big model will 
be considered to improve our evaluation system for promoting the application of AI in more 
practical scenarios in a safe and efficient manner.
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