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Introduction
Newly established companies spread innovative products and services to the market. 
Their survival and prosperity have the potential to play an important role in commu-
nity development and the economic growth of the country.  However, startups tend to 
be relatively more vulnerable to uncertain situations such as market volatility than large 
companies [1, 2], which can cause failures in the early stages of the life cycle [3], and 
are facing low survival and growth problems [4, 5]. This is due to the inherent lack of 
resources, capabilities, and experience of newly established companies, and is known as 
the Liability of Newness [6, 7]. Venture capital firms investing in these startups expect 
long-term growth and investment returns, but about 80% of companies fail or perform 
poorly [8, 9]. Therefore, identifying which companies will survive and grow in the mar-
ket can be seen as one of the important factors that venture capitalists should consider 
in deciding on investment [10, 11]. From this point of view, a model that predicts startup 

Journal of Big Data

Abstract
The success of newly established companies holds significant implications for 
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contributed to understanding success mechanisms, challenges persist, including 
predictor and learning data biases. This study proposes a novel approach by 
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networks (GAN). Our proposed model aims to enhance investment decision-making 
efficiency and effectiveness, offering a valuable decision support system for various 
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success can support venture capital and general investors’ decision-making and improve 
investment performance [10].

In recognition of these problems, studies have been made to identify the factors of 
startup survival and success. In particular, there is a tendency to pay attention to exter-
nal environments such as the market to which the company belongs and internal factors 
such as founder and organizational characteristics. For example, a study [12] found that 
it is important to match technology and experience between entrepreneurs and mem-
bers in the success of startups. Another study analyzed the effect of founder’s personal 
information on the success of SMEs [13]. In terms of business administration, the influ-
ence of management tools and theories on the success of startups was also investigated 
[14], and the correlation between founders’ personal goals and company growth was also 
studied [15]. Despite these efforts, many studies have not yet sufficiently identified the 
mechanism for the success of startups, suggesting that it is difficult to identify it through 
a single factor [3, 16, 17]. In more recent studies, studies have been conducted to explore 
various factors to be used in the prediction of surviving companies through data from 
Crunchbase, one of the largest platforms for providing startup information [18]. Liang 
& Yuan [19] discovered that they could predict future connected companies by draw-
ing the network of currently connected companies and performing link prediction 
methods based on this. Dellermann [20] introduced a model utilizing machine learning 
algorithms incorporating concrete data like team size and entrepreneurial background, 
alongside group-derived judgments. This approach combines insights from experts and 
non-experts, who draw upon their market knowledge and instincts to forecast startup 
success. The outcomes are amalgamated for the final classification outcome [20]. 
Żbikowski & Antosiuk [21] outlined a blueprint for constructing a predictive model for 
identifying prosperous startups through machine learning techniques.

These studies have contributed a lot to understanding the success mechanism of start-
ups, but most studies have limitations in that they have not solved the following two bias 
problems. The first is the bias of predictors. Previous studies have included information 
known after the company was established. For example, information such as funding 
events, collaboration with other companies, or various support from VCs may be exam-
ples. This can be attributed to the fact that crunchbase provides a function to update 
data. Several studies, including [22–25], use crunchbase data to analyze funding events 
and venture capital backing. However, some of these studies suffer from the look-ahead 
bias, as they use data that is only available after a company has achieved success or fail-
ure. This bias can affect the validity of the final model and make it useless in real-world 
scenarios. Some of the works that exhibit this bias include Yuxian & Yuan [18], Krishna 
et al. [24], Dellermann [20], Bento [22], and Xiang et al. [23]. The potential harm caused 
by data leakage between different time periods is also present in Sharchilev et al. [26]. 
Żbikowski & Antosiuk [21] conducted a study to reduce the bias of predictors by con-
structing independent variables using only information that would have been known in 
the early stages of the company’s operation. However, there is a limitation in these stud-
ies that they did not sufficiently reflect important characteristics such as the founder’s 
major and work experience. The founder’s major and work experience in related fields 
have a positive effect on the survival and growth of the company [5, 26, 27]. Therefore, 
reflecting the characteristics of these founders in the predictive model can be a way to 
improve the performance of the predictive model and improve explanatory power.
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The second is the bias of learning data. Most previous studies mention that the class 
of dependent variables is unbalanced in the data to be learned in the predictive model 
[21, 22, 25, 28–30]. For example, when there are 10 companies, it consists of two suc-
cessful companies and eight failing companies. This suggests that, as we know well, the 
success of startups is not easy. However, if such unbalanced data is used as learning data, 
the model is likely to be biased as it learns mainly data belonging to a number of classes 
[31]. As a result, the accuracy may increase, but the reproduction rate may be very low 
[32, 33]. Generally, the focus in classification tasks centers on the minority category, as 
noted by Leevy et al. [34]. Nevertheless, instances of class imbalance present challenges, 
hampering attainment of desirable classification results. In certain scenarios, this mis-
classification of minority class samples [35] could lead to adverse consequences. Take 
the example of a rare medical condition; an erroneous classification as “normal” might 
deprive a patient of essential treatment opportunities. Similarly, financial fraud detection 
could suffer from inaccuracies if unauthorized credit card usage goes undetected [36]. 
Given the paramount importance of correctly classifying minority instances, address-
ing data imbalance becomes imperative. Therefore, many studies developing predictive 
models emphasize the need to solve and learn the model if the class of dependent vari-
ables to be learned in the model is unbalanced [32, 33, 37]. However, as far as we know, it 
is not easy to find studies that have solved this problem in studies that have attempted to 
predict the success of startups using crunchbase data.

This study proposes the following two methods to overcome the limitations of these 
previous studies. First, as proposed by Żbikowski & Antosiuk [21], independent vari-
ables are constructed using only information that would have been known at the 
beginning of the company’s operation. Variables such as the area where the company 
is located, city, holding technology, and founder’s education level are used as variables 
for measuring and predicting corporate performance [38–43]. In addition, in this study, 
related variables were added based on previous studies that claimed that the founder’s 
major and work experience were important variables in predicting startup success. It 
proposes a method to reduce the bias of predictors by developing a predictive model 
based on these variables. Second, in this work, the bias of learning data is reduced by 
solving the class imbalance problem of dependent variables through data oversampling 
using generative adversarial networks (GAN). Generative adversarial neural networks 
are the underlying techniques of generative AI and show high performance in the field 
of synthetic data generation [44–46]. Therefore, in this study, the research field was 
expanded by using GAN for modeling success prediction of startups. As a result, the 
predictive model that eliminates these two biases is a challenge worth taking to increase 
the efficiency and effectiveness of decision making at the investment stage. Our model 
can be applied directly as a decision support system for different types of venture capital 
funds. Through this study, we would like to find answers to the following two research 
questions.

Research question 1 What is the accuracy of a startup’s success prediction if a predic-
tive model is built with only known information in the early stages of the company’s 
operation?
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Research question 2 Does the performance of the predictive model improve when the 
class of dependent variables in the learning data solves an unbalanced problem?

Predicting the success of startups using machine learning
The use of machine learning techniques has been prevalent in predicting business suc-
cess for a long time. Machine learning involves the utilization of algorithms to enable 
computers to discover new rules and patterns or predict new data outcomes through 
data learning [47]. Two primary approaches to machine learning include supervised 
and unsupervised learning. Supervised learning involves the labeling of data to predict 
future outcomes, with classification and regression tasks used to categorize data based 
on result characteristics. Unsupervised learning is the process of discovering hidden 
structures and patterns in data without labels, with clustering and principal components 
analysis approaches utilized. This study focused on the use of classification techniques in 
supervised learning to classify data according to specific criteria for predicting discrete 
outcomes related to the digital divide. A model was developed through the utilization of 
various data dimensions to distinguish data and predict discrete outcomes for new data 
[48].

Machine learning offers the advantage of utilizing both categorical and numeri-
cal predictors to create models by assessing linear and nonlinear relationships and the 
importance of each predictor. Unlike traditional statistical methods such as regression 
analysis, which struggle to maintain basic assumptions about independent variables, 
machine learning-based prediction models assume that the dependent and independent 
variables are associated [49]. Moreover, the roles played by dependent variables in pre-
dicting independent variables are analyzed, ensuring that predictive power is maintained 
even in the presence of multicollinearity. Consequently, machine learning can perform 
analysis even with many variables, using classification algorithms like logistic regression 
(LR), support vector machine (SVM), and extreme gradient boosting (XGB) [50].

Studies have been conducted to predict the success of startups using these machine 
learning techniques. Dellermann [20] proposed a success prediction frame for early 
startups through machine learning. Sharchilev et al. [26] analyzed the impact on success 
by focusing on factors related to investors and founders. Ross et al. [51] proposed Capital 
VX, a startup success prediction model, using machine learning and identified influenc-
ing factors. More recently, research has been conducted to use crunchbase’s data, which 
provides business information of startups and venture capitalists, for prediction. Xiang 
et al. [25] performed topic modeling and mergers and acquisitions prediction using 
techcrunch and crunchbase data. Liang & Yuan [19] established a social network using 
crunchbase and predicted investor financing behavior through it. Deias & Magrini [30] 
analyzed the impact of stock financing dynamics on venture success through crunchbase 
data and logistic regression analysis. Pan et al. [52] proposed a method to predict the 
success of startups using crunchbase data and logistic regression, k-nearest neighbors, 
and random forest algorithms. Forecasting business success is an essential but challeng-
ing undertaking that has significant implications for both public and private stakehold-
ers, including those who shape economics, make investment and funding decisions, and 
establish companies. As a company matures and undergoes tests of its product-market 
fit, as well as the selection processes of angel investors and VC funds, the task of predict-
ing success becomes more manageable. Therefore, most previous studies recognize the 
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class imbalance state of the dependent variable, [21, 22, 25, 29, 30], but are limited in 
that they fail to suggest a solution to this problem.

Imbalance data problem
The intricacy of imbalanced data classification surpasses that of balanced data classifica-
tion, as highlighted in prior studies [53, 54]. Addressing imbalanced classification neces-
sitates a distinct focus on enhancing the performance of minority classes, beyond overall 
performance. Achieving higher recognition rates for minority samples while maintain-
ing overall recognition poses a formidable challenge. In this investigation, we denote the 
class with abundant samples as the majority, the class with fewer as the minority, and the 
ratio between them as the imbalance rate (It is expressed as the number of majority class 
samples and the number of minority samples, respectively expressed in formula (1)) [55].

IR =
Number of majority class samples

Number of minority class samples
 (1)

The classification problem in machine learning or deep learning is to find an appro-
priate classification boundary for each class from the training data set, and to predict 
the class of new data with this model. If the characteristics of each class are clear and 
the number of data is equal, an ideal classifier will be formed, but if the data is concen-
trated in one class, a classification boundary line concentrated in multiple classes will be 
formed. Namely, when constructing a predictive model through machine learning, an 
imbalanced class distribution in the training data can lead to bias toward the larger class 
[31], adversely affecting model performance [32, 33]. This phenomenon, known as class 
imbalance, demands careful consideration in prediction research, particularly within 
finance, healthcare, and manufacturing [56]. For instance, in marketing, when devising 
a churn prediction model, an imbalance in training data comprising predominantly non-
churning customers can lead the model to struggle in correctly classifying new custom-
ers [57].

While classification tasks generally emphasize minority classes [34], class imbalance 
introduces challenges in obtaining satisfactory results, potentially causing harm by mis-
classifying minority instances [35, 58]. This could result in missed medical treatment 
opportunities for patients with rare illnesses or overlooking fraudulent activities, such 
as unauthorized credit card usage [36]. The accurate classification of minority classes 
becomes crucial, prompting the need to address data imbalance. There are largely two 
methods to overcome the imbalance data problem a data-level methods and an algo-
rithm-level methods.

Data-level methods are categorized into undersampling reducing majority class data 
to match the minority class and oversampling generating data to match the majority 
class [59], depicted in Fig. 1 below.

Undersampling offers efficiency and cost savings by reducing data collection, yet it sac-
rifices valuable information [60]. Conversely, oversampling, although extending model 
training time due to data generation, mitigates information loss. To address imbalanced 
data, numerous researchers have delved into this topic, suggesting pertinent algorithms. 
One of the representative techniques of oversampling is SMOTE (Synthetic Minority 
Over-Sampling Technique). SMOTE is a technique for generating data through boot-
strapping and the k-nearest neighbor methods. For specific data belonging to a minority 
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class, k-nearest neighbors of the same minority class are found, and new data are gener-
ated between them by creating a linear connection structure with the neighbors [61]. 
However, when SMOTE generates data belonging to a minority class, it does not con-
sider the location of data belonging to the adjacent majority class. Therefore, the prob-
lem of overlapping positions occurs [62]. In addition, since data is generated by relying 
only on the relationship between a few classes, overfitting may occur and prediction per-
formance may deteriorate [63].

Standard machine learning classifiers often address the imbalance problem by improv-
ing or creating new algorithms [2, 7]. One of the most prevalent methods at the algo-
rithm level is cost-sensitive learning, which adjusts the weight of misclassified minority 
class samples by incorporating misclassification costs into the classification decision. 
For instance, Chung et al. [25] incorporated cost information into the loss function of 
convolutional neural networks (CNN), which helped mitigate the imbalance problem in 
CNN classification. Zhang [26] proposed two cost-sensitive algorithms for KNN classi-
fiers, namely Direct-CS-KNN and Distance-CS-KNN, both of which aim to minimize 
misclassification costs. However, the need for a cost matrix provided by domain experts 
in cost-sensitive algorithms restricts their practicality. Moreover, the specificity of cost-
sensitive algorithms to particular domains reduces their general applicability across dif-
ferent fields.

Apart from sampling strategies, ensemble methods based on bagging and boosting 
have also been widely applied to the class imbalance problem. The fundamental con-
cept of classifier ensemble learning involves creating multiple classifiers from the origi-
nal dataset and then combining their predictions to classify new samples. The primary 
reason for merging classifiers in redundant ensembles is to enhance their generalization 
capabilities: each individual classifier is likely to make errors due to being trained on a 
limited dataset, but the errors made by different classifiers are not necessarily identical. 
Related research includes a comprehensive study by Seiffert et al. [64], which compared 
sampling methods with boosting to enhance the performance of decision tree models 
for identifying defective software modules. Chawla et al. [61] proposed a novel approach 
called SMOTEBoost, which combines the SMOTE algorithm with the boosting proce-
dure to learn from imbalanced datasets. However, in each iteration of the original bag-
ging and boosting methods, the class imbalance problem may still persist because the 
sampled subset in a given iteration has a similar class distribution to the original dataset.

Fig. 1 Data sampling process
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As such, there are several methodologies for resolving the data imbalance, but they 
still have limitations. Therefore, it is necessary to generate new data that does not over-
lap with the existing data while considering the overall distribution of the data when 
generating data was derived [65]. To overcome these issues, we adopted the generative 
adversarial network (GAN) concept. GAN can solve overfitting and data superposition 
problems because it learns the actual data distribution of minor class and then gener-
ates similar data [66]. Through this, GAN can overcome the limitations of existing overs-
ampling techniques. Recently, GAN have found broad utility in image, voice, and text 
domains [67, 68]. Capitalizing on their adept data fitting, GAN have been extensively 
explored for data augmentation and enhancement [69].

Generative adversarial networks (GAN)
Generative adversarial networks (GAN) functions as an unsupervised neural net-
work where a generator produces data and a discriminator assesses it against real data, 
engaging in a competitive learning process for optimization [66]. This mutual competi-
tion enhances the quality of generated data, aligning it closely with actual data quality. 
Illustrated in Fig. 2, the generator employs random noise (Z) to create synthetic data, 
which is then evaluated by the discriminator against real data. The outcome yields a Loss 
value, utilized to guide the generator in mimicking authentic data, thereby advancing the 
learning process. This iteration continues until the discriminator struggles to differenti-
ate between real and synthetic data, signifying optimal generator performance [66]. The 
architectural depiction of the GAN framework is presented in Fig. 2 below.

The generator aims to maximize the probability D (G( z )) that the discriminator 
distinguishes fake data from real data by 1 by generating fake data similar to the real 
data, and the discriminator aims to maximize the probability D (x)) that the generated 
fake data is fake. The objective function equation for proceeding with this learning is as 
follows.

min
G

max
D

V (D, G) = Ex∼ pdata(x) [logD (x)] + Ez∼ pz(z) [log (1 − D (G (z)))]  (2)

min
G

max
D

V (D, G) represents the minimax optimization process between the generator 
(G)and the discriminator (D) .  The discriminator (D) tries to maximize this value to 
correctly distinguish real data from generated data, while the generator (G)tries to mini-
mize this value to generate data that can fool the discriminator. 

(
Ex∼ pdt(x) [logD (x)]

)
 is 

the expected value of the log probability assigned by the discriminator (D)to real data 
samples. Specifically, it captures the expectation over the real data (x) sampled from the 
true data distribution (pdata (x)) .  The discriminator (D) aims to maximize this term to 
accurately classify real data as authentic. Formally, this term reinforces the discriminator 
ability to recognize genuine data points. 

(
Ez∼ pz(z) [log (1 − D (G (z)))]

)
 is the expected 

Fig. 2 Generative adversarial networks
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value of the log probability assigned by the discriminator (D) to fake data generated by 
the generator (G) .  Here, the expectation is taken over the latent variable (z)sampled 
from a prior distribution (pz (z)) . The generator (G) aims to minimize this term, striving 
to produce fake data (G (z)) that the discriminator (D) will misclassify as real. This term 
penalizes the discriminator for correctly identifying generated data as fake, thus driving 
the generator to produce more realistic data samples. This adversarial training process 
encapsulated by the minimax objective encourages the generator to create increasingly 
realistic data while simultaneously pushing the discriminator to become more adept at 
distinguishing real from fake data. Under the framework of GAN, the generator and dis-
criminator are trained iteratively. The generator improves its ability to produce realistic 
data, while the discriminator enhances its capability to identify genuine data, thereby 
refining the overall performance of the model. With the advent of GAN, studies using 
them have been conducted in various fields. Due to the concept of learning existing data 
to generate new, similar but non-overlapping data, it has been mainly used in the field 
of dealing with unstructured data such as images. Recently, as it has begun to be applied 
to databaseized structured data, studies applying generative adversarial networks in the 
oversampling process to solve the problem of class imbalance data have been attempted 
[44–46]. Therefore, in this study, the research field related to synthetic data generation 
and class imbalance solution was expanded by using GAN for success prediction model-
ing of startups.

Materials & methods
Research process

Our research process is largely divided into (1) data preprocessing, (2) data analysis, and 
(3) results stages. A schematic diagram of this is shown in Fig. 3 below, and the contents 
of each process are described below.

Data source

This study collected bulk data containing information from global startups through the 
API of crunchbase (as of March 2023). The data sets used in the analysis were generated 
using information from the organization, degree, people, job and funding tables. The rest 

Fig. 3 Research process
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of the table was not used because it had text data or contained information known after 
the company was established. Through this, we tried to reduce the bias of predictors and 
solve our first research question. We extracted only the categories_list, the experience 
of attracting funding more than once, and the rows in which the company rule is set as 
a company. The dataset used in the final analysis consists of 190,773 rows and 185 col-
umns. Table 1 below is a list of independent variables used in the study.

After reducing the number of unique values in the dataset, the resulting set of attri-
butes should be encoded before using it as a dataset in model training. In this study, 
category and category group columns performed ‘one-hot encoding’. Category columns 
have many unique values, but most rarely appear. We used only columns whose num-
ber of instances for category values corresponds to or greater than the upper quartile to 
avoid a rapid increase in the number of dimensions. It consists of a total of 124 columns. 
In addition, a total of 47 columns were used for analysis in the category list group. Other 
variables used ‘ordinal encoding’. On the other hand, if the company’s operating period 
is used as it is, there is a possibility that the model will be biased. This is because it is 
recognized that the longer the company’s operating period, the higher the likelihood of 
success in the market [70]. To offer more comprehensive data on a company’s origina-
tor, the year of the company’s founding has been substituted with the duration between 
the founder’s graduation and the establishment of the firm. This fresh aspect provides 
better insights into the founder’s professional background while creating the company. 
Similarly, instead of using specific matriculation and graduation dates of the founder, 
the number of years they spent studying in the university has been utilized. The missing 
values were filled with median values for each column.

We constructed predictors inspired by previous studies [21], but unlike previous stud-
ies, there is a difference in that the founder’s major and previous work experience were 
added as predictors. The founder’s major has a positive impact on attracting investment 
[71], and past work experiences have been reported to increase the efficiency of strategy 
and decision-making for the operation of environmentally sensitive startups [72, 73]. It 
is hoped that the addition of these predictors will increase the explanatory power of the 
model for predicting startup success and further contribute to the theoretical develop-
ment of related research fields.

Table 1 Independent variables
Variables Description Type Characteristics
Category_list List of organizations’ subcategories Nominal Company
Category_groups_list List of organizations’ categories Nominal
Region_org_size Rank of region in number of startups Categorical
City_org_size Rank of city in number of startups Categorical
Operation_year Number of years between founder’s gradua-

tion and company’s foundation
Interval

Gender Founder’s gender Nominal Founder
Major Founder’s major Categorical
Has_multiple_degrees Founder has more than one degree Boolean
Studying_year Number of years between founder’s matricu-

lation and graduation
Interval

Work_experience Founder’s work experience string
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Dependent variable

In our study, securing series B were selected as a classification criterion for success. If a 
startup receives a series B, it means that it has gone through the investment fund selec-
tion process from venture capital twice, which is proposed to be a strong indicator of 
a company’s success [21, 74]. Therefore, through the organization and funding tables, 
we created a dependent variable by labeling companies currently operating and attract-
ing Series B or higher as successful companies 1 and other companies as 0. The funding 
table was used to create dependent variables, and other information was not included 
in the data set. 13.7% (25,944 companies) correspond to 1 (success), and 86.3% (164,829 
companies) correspond to 0 (failure). This is a highly disproportionate form of about 1/9, 
which meets the conditions for elucidating our second research question. The ratio of 
the dependent variable is shown in Fig. 4.

Classification algorithms

This research employed logistic regression (LR), support vector machine (SVM), and 
extreme gradient boosting (XGB) to build predictive models. LR and SVM are well-
established methods utilized in prior crunchbase studies [22, 24, 25]. XGB, which 
combines decision trees and boosting techniques, has gained recent traction due to its 
performance in Kaggle competitions [75]. Default parameter values were applied to pre-
vent bias towards specific datasets. A brief overview of each classification algorithm is 
provided below.

LR serves as an analytical tool to establish causal relationships between independent 
and dependent variables. It addresses categorical dependent variables, categorizing 
them into dichotomies for two categories or polynomials for more than three. This tech-
nique proves valuable for diverse classification tasks. The formula is outlined as follows.

ln

(
p

1 − p

)
= β 0 + β 1X1 + β 2X2 + · · · + β pXp  (3)

ln
(

p
1−p

)
 represents the logit transformation, which is the natural logarithm of the 

odds of the probability p  of an event occurring to the probability 1 − p  of the event 

Fig. 4 Dependent variable rate
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not occurring. This transformation allows the dependent variable p  to be modeled 
as a linear combination of the independent variables X1, X2, . . . , Xp . ln

(
p

1−p

)
 is the 

logit transformation, which is the natural log of the odds. It expresses the dependent 
variable p  as a linear function of the independent variables. β 0  is the intercept. It rep-
resents the log odds of the dependent variable when all independent variables Xi  are 
zero.β 1X1, β 2X2, . . . , β pXp  are the coefficients and the corresponding independent 
variables. Each coefficient β i  indicates the impact of the respective independent vari-
able Xi  on the log odds of the dependent variable. The value of β i  shows the change in 
the log odds for a one-unit change in Xi .

The SVM employs optimal boundaries in three-dimensional space for data separation 
[76]. The boundary, termed a hyperplane, classifies new data based on a given dataset’s 
category. The goal of SVM is to maximize the margin between the two classes. To maxi-
mize this margin, the following optimization problems must be solved. SVM is valuable 
for pattern recognition and classification tasks. The formula is outlined below.

f (x) = wTx + b  (4)

The function f (x) represents a linear combination of the input vector x . This linear 
combination includes the dot product of the weight vector w  and the input vector x  
plus an additional bias term b . b  is a scalar known as the bias term. It allows the model 
to make predictions even when all input features are zero. This linear function can be 
used in various machine learning models, such as linear regression, logistic regression, 
and support vector machine (SVM). In the context of linear regression, this equation 
models the dependent variable y  as a linear function of the independent variables in 
x . In logistic regression, this linear combination wTx + b  is passed through a sigmoid 
function to predict probabilities.

In SVM, the goal is to find the optimal hyperplane that separates different classes in 
the feature space. The equation defines the hyperplane, where w  determines the orienta-
tion and b  adjusts the position. In summary, f (x) = wTx + b  is a foundational equation 
in machine learning, representing the linear relationship between input features and the 
output prediction.

XGB, an enhanced version of the boosting approach with decision trees, incorpo-
rates an internal mechanism to counter overfitting and applies internal cross-validation 
to each trial [77]. Renowned for its exceptional classification performance, XGB is a 
favored choice in competitions like kaggle. Notably, its greatest asset lies in its practi-
cal utility. XGB permits the extraction of vital indices signifying relatively influential 
variables among numerous independent factors, enabling an assessment of their relative 
predictive strength. Hence, XGB was selected for this investigation. The formula is out-
lined below.

L(t) =
∑ n

i=1
l

(
yi, ŷ

(t−1)
1 + ft (xi)

)
+ Ω (ft) (5)

L(t) denotes the loss function at iteration t . 
∑ n

i=1indicates the summation over all 
data points in the dataset. yi  represents the actual target value for the i -th data point. 

logŷ
(t−1)
1

 is the logarithm of the predicted value for the i -th data point from the previ-
ous iteration (t − 1). ft (xi)  is the model’s prediction for the i -th data point at iteration 
t . Ω (ft) is a regularization term that penalizes the complexity of the model at iteration 
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t . In summary, this objective function combines the prediction error and a regulariza-
tion term to ensure that the model not only fits the data well but also remains as simple 
as possible.

Classification evaluation metrics

To forecast startup success, a supervised learning-based prediction model was trained 
through machine learning. The subsequent analysis gauged prediction accuracy. The 
procedure encompassed the subsequent steps. Initially, a turnover intention prediction 
model was established, incorporating all variables from Table  1 as explanatory factors 
and startup success as the outcome. Next, the data was divided into 70% training and 
30% test sets. Following training on the turnover intention model with the training set, 
prediction accuracy was assessed using the test set. Lastly, LR, SVM, and XGB were 
employed to analyze the prediction model. Assessment metrics included accuracy, pre-
cision, recall, and f1-score to evaluate prediction performance. The definitions and for-
mulas for each metric are provided below.

Accuracy Accuracy is the most intuitive performance measure and is simply a ratio of 
correctly predicted observations to the total observations.

Accuracy =
TP + TN

TP + FN + FP + TN
 (6)

Precision Precision is the ratio of correctly predicted positive observations to the total 
predicted positive observations.

Precision =
TP

TP + FP
 (7)

Recall Recall is the ratio of correctly predicted positive observations to all observations 
in the actual “yes” class.

Recall =
TP

TP + FN
 (8)

F1-score The f1-score is the weighted average of precision and recall.

F1 − score = 2 × Precision × Recall

Precision + Recall
 (9)

Data oversampling

In this study, to address the issue of class imbalance, we employed Generative Adver-
sarial Networks (GAN) to perform oversampling exclusively on the training dataset. This 
approach ensures that the test dataset remains unaltered, thereby maintaining the integ-
rity and fairness of the model evaluation process. Adhering to standard practices, this 
methodology allows for an unbiased assessment of the model’s performance and facili-
tates robust comparisons with other techniques. This approach is supported by recent 
studies that highlight the efficacy of using GAN for training data augmentation while 
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keeping the test data intact to ensure valid performance evaluation [78]. The generator 
layer consists of Z (50) → 64 → 128 → 256 → 184 (number of explanatory variables). The 
discriminator layer consists of the number of generator outputs (184) → 256 → 128 → 
64 → 32 → 16 → 1 (sigmoid). This is shown in Fig. 5 below. We learned the distribution 
of data corresponding to minority classes in the constructed neural network. The size of 
the batch size was 50, and the epoch was performed 2,000 times. Since learning 1,000 
times, the loss values of the generator and discriminator have not changed significantly 
near 0.4, so only 2,000 times were performed and the learning was terminated. This is 
shown in Fig. 6 below. The X axis in Fig. 6 represents the number of times the model 

Fig. 5 Generator and discriminator layers
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was trained. In other words, values   from 0 to 2000 mean that a total of 2000 epochs have 
occurred. The Y axis represents loss values. The loss value is an indicator of how well 
the model is learning. Through this learned generator, we generated insufficient minor-
ity class data to match the class ratio of the dependent variable. This is shown in Fig. 7. 
In this study, to demonstrate the superiority of the proposed methodology, data were 
oversampled through SMOTE, which has been traditionally used in the oversampling 
field, and used for analysis of results.

Result

When the class ratio of the imbalanced raw data was approximately 9:1, the results from 
training the predictive model indicated that among the three algorithms, extreme gra-
dient boosting (XGB) yielded the highest average value across all classification perfor-
mance evaluations at 81.1%. This was followed by support vector machine (SVM) at 
51.8% and logistic regression (LR) at 50% (refer to Table 2). Based on accuracy, which 
is a simple accuracy, it can be seen as a contrast to all classifiers showing compliance 
performance of more than 87%. This suggests that when evaluating the performance of 

Fig. 7 Percentage of final dependent variable

 

Fig. 6 Training process
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models that have learned unbalanced data, accurate performance evaluation may be dif-
ficult with accuracy alone.

In this context, LR demonstrated high precision but low recall, whereas SVM exhib-
ited the opposite, with low precision and high recall. As briefly discussed earlier, preci-
sion represents how many successful companies are included in the predicted results, 
and recall represents how well successful companies are predicted. In general, precision 
and recall have an inverse relationship with each other. The conflicting results of LR and 
SVM can be seen as reflecting this tendency. Therefore, these results suggest that when 
verifying the model, it is necessary to examine the two values overall through F1-score, 
etc., rather than evaluating the performance with only one of the values of precision or 
recall.

Additionally, when examining the harmonic mean of these indicators, known as the 
F1-score, XGB performed respectably at 76.3%, in contrast to LR and SVM, which were 
at 24.4% and 27.1% respectively. This suggests that using LR or SVM, our model misclas-
sified approximately 70% of the successful startups as failures. Taking a comprehensive 
look at these results, it suggests that it may be difficult to derive high performance if 
class imbalanced data is used as training data when developing a prediction model that 
discovers startups with high chances of success.

Furthermore, when the class ratio was balanced to 5:5 through generative adversarial 
networks (GAN) and the balanced data were trained in the predictive model, XGB again 
demonstrated the highest average value across all classification performance metrics 
at 96.5%, followed by SVM at 90.7%, and LR at 90.1%. In other words, not only XGB 
but also other algorithms like LR and SVM were able to increase performance by more 
than threefold when trained with balanced data as opposed to imbalanced original data. 
These analytical results suggest that when developing predictive models, resolving the 
class imbalance in the dependent variable of the training data can be an effective strategy 
for achieving higher performance enhancement.

On the other hand, in the case of data that solved the imbalance problem through 
SMOTE, the precision and recall values were improved compared to the raw data in all 
classifiers. However, SMOTE also showed lower overall predictive performance than 
data using GAN. These results can be seen to prove that the method proposed in this 
study can better solve the sample imbalance problem.

Conclusion
In this study, we have proposed methodologies to mitigate two biases that may emerge 
in predicting startup success via machine learning. The significance of our research is 
articulated across four main domains.

Firstly, a constant flow of research utilizing machine learning for predicting startup 
success has emerged over the years [10, 19, 25, 26, 30, 51, 79]. While these studies have 
highlighted various approaches to complement the limitations of traditional economet-
ric models, most have relied on variables available post-inception, such as network-
ing level, investment records, and activity information. Despite enhancing prediction 
accuracy, this focus may induce bias towards specific firms and overlook startups with 
latent potential. To address this, we have proposed the use of early-stage information, an 
approach that enhances the reproducibility of results in real-world scenarios. Secondly, 
the founder’s major and past work experience have a positive effect on the startup’s 
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performance [39–41, 43, 80]. It is known that founders with a high level of education 
in the field of start-ups are relatively more likely to establish appropriate strategies and 
make correct decisions according to environmental changes [73]. Therefore, this study 
attempted to increase the explanatory power of the model by adding the founder’s major 
and past work experience in addition to the eight variables suggested by the previous 
study.

Thirdly, we introduced an approach to overcome model bias by addressing class imbal-
ance in training data through oversampling with generative adversarial networks (GAN). 
According to our analysis, models trained on balanced data exhibited significantly 
enhanced predictive performance. This aligns with previous studies demonstrating 
improved model performance when class imbalance is resolved [10, 29, 81]. The novelty 
in our study lies in the application of GAN to produce data representing minority class 
distribution without duplication, a significant contribution to bias reduction. Fourthly, 
the methodology proposed in this study can be effective for transfer learning when 
building a prediction model. For example, it can be used for research to predict which 
companies will succeed in IPO or which companies will grow into unicorn companies 
in the future. As a result, this approach can be helpful in the development of a decision-
making system to help venture capitalists make investment decisions, and can be useful 
in the search for successful startups.

Despite these contributions, this study has the following limitations. First, in this 
study, various text data (e.g., company description) of company information provided 
by crunchbase could not be utilized. Company descriptions on crunchbase are basically 
written by the person in charge of the company, so objectivity may be lacking. However, 
if information hidden in text is explored through various text mining techniques (e.g., 
topic modeling, sentiment analysis), it can be applied to the development of new predic-
tors. In addition, in this study, various algorithms such as LR, SVM, and XGB were used 
to build the predictive model, but the hyperparameters were set to default values and 
analyzed. In the future, if the prediction model is tuned using gridsearch, which finds 
hyperparameters optimized for the prediction model and training data, higher perfor-
mance can be derived.
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