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Abstract 

This study introduces a novel deep learning-based approach for classifying poultry 
audio signals, incorporating a custom Burn Layer to enhance model robustness. The 
methodology integrates digital audio signal processing, convolutional neural networks 
(CNNs), and the innovative Burn Layer, which injects controlled random noise dur‑
ing training to reinforce the model’s resilience to input signal variations. The proposed 
architecture is streamlined, with convolutional blocks, densely connected layers, 
dropout, and an additional Burn Layer to fortify robustness. The model demonstrates 
efficiency by reducing trainable parameters to 191,235, compared to traditional archi‑
tectures with over 1.7 million parameters. The proposed model utilizes a Burn Layer 
with burn intensity as a parameter and an Adamax optimizer to optimize and address 
the overfitting problem. Thorough evaluation using six standard classification met‑
rics showcases the model’s superior performance, achieving exceptional sensitivity 
(96.77%), specificity (100.00%), precision (100.00%), negative predictive value (NPV) 
(95.00%), accuracy (98.55%), F1 score (98.36%), and Matthew’s correlation coefficient 
(MCC) (95.88%). This research contributes valuable insights into the fields of audio 
signal processing, animal health monitoring, and robust deep-learning classifica‑
tion systems. The proposed model presents a systematic approach for developing 
and evaluating a deep learning-based poultry audio classification system. It processes 
raw audio data and labels to generate digital representations, utilizes a Burn Layer 
for training variability, and constructs a CNN model with convolutional blocks, pool‑
ing, and dense layers. The model is optimized using the Adamax algorithm and trained 
with data augmentation and early-stopping techniques. Rigorous assessment on a test 
dataset using standard metrics demonstrates the model’s robustness and efficiency, 
with the potential to significantly advance animal health monitoring and disease 
detection through audio signal analysis.

Keywords:  Poultry audio classification, Deep learning, Convolutional neural networks, 
Digital audio signal processing, Disease detection, Sensitivity, Specificity

Introduction
Recent advances in technology enable the exploitation of animals’ acoustic communi-
cation for automatic health monitoring, offering real-time, objective, and cost-effective 
alternatives to manual inspection methods [1–3].
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Despite the increasing interest in exploiting animal vocalizations for automated health 
monitoring purposes, few openly available datasets support the development of such 
systems [4]. Specifically, for poultry production, only limited resources document-
ing healthy versus diseased states’ vocal patterns are public [5–7]. This study utilizes a 
labeled audio dataset of healthy and unhealthy chicken vocalizations from various Afri-
can poultry breeds. The dataset contains 346 WAV recordings categorized as healthy, 
noisy, or unhealthy. Each category contains 139, 86, and 121 instances, respectively, last-
ing between 5 and 60 s. Selected sound segments in the unhealthy folder include chicken 
cough, snoring, and rale sounds, representing symptoms of respiratory distress. At the 
same time, the Noise folder contains background noises and poultry bird activities such 
as feeding and pecking one another.

Analyzing animal vocalizations involves extracting relevant features from raw audio 
data. Various representations capture different aspects of audio signals, e.g., Mel-fre-
quency cepstral coefficients (MFCC), chromograms, and autocorrelations. Subsequent 
processing typically entails dimensionality reduction and normalization techniques to 
feed downstream machine learning algorithms [8].

Deep neural networks constitute popular choices for pattern recognition problems 
requiring end-to-end mapping between raw sensor data and desired outputs [9]. Several 
architectures achieve excellent performances on various image, video, audio, and text 
modalities [10, 11]. Among those, ResNet (short for residual network) gained popular-
ity due to its skip connections mitigating vanishing gradient issues encountered during 
optimization [12]. Extensions of plain ResNets include bottleneck structures and dilated 
convolutions, boosting representational capacities while controlling computational costs 
[13].

However, despite their proven abilities, deep learning models remain sensitive to 
hyperparameter tuning and prone to memorizing random artifacts rather than genuine 
underlying patterns [14, 15]. Regularization schemes counteract overfitting tendencies, 
inducing prior distributions over model parameters and introducing stochasticity during 
optimization [16]. Examples include weight decay, dropouts, and adversarial perturba-
tions added to input data. Recently, the latter idea inspired the introduction of so-called 
"Burn-in" layers, injecting structured noise directly inside neural networks to encourage 
more stable training and enhanced generalization properties [17].

Considering the scarcity of openly available datasets depicting healthy vs. unhealthy 
chicken vocalizations, this study proposes an original architecture harnessing the above-
mentioned techniques to discriminate between the considered classes [18]. Starting 
from raw waveform representations, mel spectrograms serve as intermediate visual 
descriptors capturing spectral patterns. Then, two parallel pipelines process local vs. 
global features separately [19]. Local details pass through consecutive convolutional lay-
ers, while global trends proceed straight to the final merge point. Before merging, both 
paths apply separate temporal pooling stages to reduce dimensionality. Lastly, fully con-
nected layers supported by dropouts produce probabilistic estimates reflecting the likeli-
hood of observing either healthy or unhealthy cases [20].

This research compares the proposed architecture to baselines established on plain 
ResNets and simple combinations of convolutional and recurrent modules. Quantitative 
assessments rely on sensitivity, specificity, positive/negative predictive values, accuracy, 
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F1 scores, and Matthew’s correlation coefficient. Visual inspections complement numer-
ical analyses by scrutinizing learning curves and plotting error evolution across itera-
tions. Obtained results shed light on the relative strengths and weaknesses of competing 
designs, guiding future improvements in automatic poultry health monitoring systems.

Overall, this work addresses the pressing need for intelligent and autonomous moni-
toring systems in agriculture, particularly poultry farming. By capitalizing on readily 
deployable sensors collecting vast amounts of multimedia data, the envisaged frame-
work shall alert farmers about anomalous situations threatening their businesses’ sus-
tainability. Therefore, immediate actions tackling emerging threats become possible, 
limiting financial damages and safeguarding food security.

Problem statement

Reliable and efficient monitoring of poultry health is crucial for the poultry industry. 
This study addresses the challenges in developing accurate and robust poultry sound 
classification models. Environmental factors can distort audio signals, making it diffi-
cult to extract relevant features for classification. Additionally, training stability issues 
in deep learning models can lead to unreliable predictions [21]. To enhance robustness, 
this study integrates a Burn Layer into ResNet-based architectures for improved training 
stability.

A dataset comprising 346 audio signal files is used, categorized as healthy, noisy, and 
unhealthy. Each file represents a distinct time frame, with carefully selected sound 
segments. The "noisy" category includes background noises from vehicles and human 
voices, as well as poultry bird activities. The "unhealthy" category contains sounds indic-
ative of respiratory issues. All files are stored in.wav audio format [18].

Two architectures are implemented: a traditional architecture and a proposed work 
architecture. Both architectures feature convolutional and pooling layers, batch normali-
zation, and activation functions. The proposed work architecture includes a Burn Layer, 
which adds Gaussian noise during training to improve robustness. It also incorporates a 
second input layer and a global average pooling layer.

The study evaluates the performance of these architectures to demonstrate the effec-
tiveness of the Burn Layer in improving robustness and stability in poultry sound clas-
sification models. The aim is to establish a foundation for accurate and dependable 
poultry health monitoring systems, benefiting the poultry industry and animal welfare 
standards.

Research objective

This paper aims to enhance the robustness of deep learning models for classifying poul-
try multimedia data by introducing novel modifications to existing architectures. The 
Burn Layer introduces controlled noise during training, significantly improving the 
model’s stability and generalization by exposing it to noisy inputs. This innovative tech-
nique sets it apart from traditional regularization methods and offers a novel solution to 
the challenges of training robust deep learning models. The proposed architecture not 
only reduces the number of trainable parameters to 191,235 but also achieves outstand-
ing classification metrics. This approach has significant potential applications in animal 
health monitoring and disease detection through audio signal analysis.
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Contributions

This paper proposes modifications to existing deep learning architectures for 
enhanced robustness in classifying poultry multimedia data. Specifically, it makes the 
following key contributions:

1.	 Introduction of a Burn Layer that randomly perturbs input data during training. This 
improves model stability and generalization by exposing it to noisy inputs.

2.	 Development of an end-to-end pipeline for audio-based poultry health status detec-
tion using deep learning. Previous work in this domain utilized traditional machine-
learning techniques.

3.	 Comparison of performance between a standard CNN, ResNet with Burn Layer, and 
the proposed model integrating Burn Layers. The proposed model achieves superior 
results with 98.55% accuracy.

4.	 Detailed analysis of model optimization steps including data preprocessing, augmen-
tation, training with early stopping, and learning rate scheduling.

5.	 Evaluation of models on important metrics like sensitivity, specificity, precision, etc. 
to provide a holistic view of classification capability.

This paper advances the field of poultry disease detection by developing an accurate 
deep learning-based approach and customized architecture incorporating techniques 
to enhance robustness. The openly available dataset also enables further research.

The remainder of this paper is structured as follows: “Related work” section pro-
vides a review of related work. “Preliminaries” section outlines the preliminar-
ies which include the most common methodologies Burn Layer, ResNet, ResNext, 
DenseNet, and Wide ResNet. “Proposed work” section presents the proposed work; 
the results and analysis of the proposed ensemble model are presented in “Result and 
experimental” section. Finally, “Discussions and limitations” section concludes the 
paper, highlighting future research directions.

Related work
Previous approaches

Monitoring poultry traits is crucial for assessing environmental health conditions 
and making informed decisions [22, 23]. These aggregated pieces of information are 
utilized to ensure the welfare of poultry and make appropriate management choices 
[24]. Research focusing on changes in physiological traits can be employed to predict 
variations in vocalization patterns and detect various diseases [25, 26]. Poultry, being 
a homeothermic animal, generates and disperses heat to maintain a constant body 
temperature [18, 27]. Several methods have been developed to monitor the health 
status of poultry, one of which involves monitoring their body temperature [18, 29]. 
Fluctuations in body temperature can indicate stress or pathological conditions. 
Therefore, temperature monitoring plays a significant role in determining the health 
status of poultry. Infrared thermoregulation (IRT) is a technique commonly used to 
measure poultry temperature [28, 29]. Additionally, visual observation is employed 
to identify sick chickens [27, 30–34]. Recent studies suggest that vocalization and 
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abnormal sounds emitted by sick chickens can serve as significant indicators of their 
health status [35, 36]. In one study, Qunitee et al. [37] developed a hybrid model for 
chicken monitoring using a decision tree (DT). The system was based on visual input 
from 15 chickens monitored over 72 h, achieving a classification accuracy of 84.8%. 
When audio inputs were considered, the classification accuracy improved to 86.1%. 
Another study [38] developed a detection system aiming to classify chick calls based 
on Deep Learning models. The study explored three different chick breeds, analyzing 
zero-crossing rate and short-time crossing rate to identify the endpoints of chick calls 
in the audio signals. The results showed that the ResNet model achieved the highest 
accuracy of 83%, while the gated recurrent network (GRU) achieved an accuracy of 
90%.

Challenges

Despite these advancements, several challenges persist in effectively monitoring poultry 
health through audio signals. The complexity of accurately detecting and classifying var-
ious health indicators such as stress, diseases, and other pathological conditions through 
sound remains high. Noise in the environment often interferes with the accuracy of the 
models, making it difficult to distinguish between normal and abnormal sounds. Addi-
tionally, the diversity in vocalization patterns among different breeds and individual 
chickens adds another layer of complexity. This necessitates the development of sophis-
ticated models that can generalize well across different conditions and environments.

Proposed solutions

To address these challenges, various innovative approaches have been proposed. For 
instance, a study [39] utilized a ResNet model to classify Newcastle disease among poul-
try, which affects both health and production. The study utilized audio signals from 35 
chickens and implemented multi-window spectral filtering and high-filtering techniques 
to reduce the impact of noise. The processed model achieved an average accuracy of 
91.06% for infected and healthy chicken classes. In another study [40], an audio-based 
system was developed to detect chicken stress during their first weeks of life. The sys-
tem monitored the birds’ sounds, identified stress, and improved any conditions that 
may have arisen. The study concluded that pre-recorded audio signals could be used 
with different classifiers and at different frame levels. Using four classifiers at a 1000 ms 
frame level, accuracies ranged from 63 to 83%. Additionally, authors in [41] proposed 
an audio-based system to detect various types of vocalization in chickens, including 
chirping, peeping, and begging. The system analyzed the audio signals, applied feature 
engineering, and utilized joint-time–frequency scattering (JTFS) for feature extraction 
to accurately identify the different types of vocalizations. Another innovative solution 
[42] involved developing a system capable of detecting chicken sneezing in noisy envi-
ronments. The researchers built a model based on audio data for sneeze and non-sneeze 
classification, aggregating 763 audio segments from 51 chickens. The system achieved a 
performance of 88.4% and 66.7% in terms of sensitivity and precision, respectively. Fur-
thermore, a study focused on the early detection of influenza in chickens by analyzing 
audio signals and extracting sound features using Mel-frequency cepstral coefficients 
(MFCC) to classify healthy and infected chickens [27]. The model achieved accuracy 
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ranging from 84 to 90%. These studies collectively demonstrate the potential of audio 
signals to provide significant indications about the health status of poultry. Table 1 pro-
vides a summary of the current related work.

Preliminaries
The burn layer

The Burn Layer acts as a custom layer in a neural network that introduces a form of 
noise during training [44]. Initialization involves setting parameters, and controlling the 
intensity of the noise introduced by the layer, to a default value of 0.2 [45]. During the 
forward pass, when the layer is called with inputs, it checks if the model is in training 
mode [46–48]. By adding a special layer that enforces a selective burning process during 
training. The idea is to make the model more robust by training it on slightly perturbed 
data, akin to dynamic data augmentation. The burn intensity parameter allows control 
over the strength of this effect.

To represent the Burn Layer mathematically, given an input tensor X of shape (N, T, 
C), the Burn Layer operation can be expressed as in Eq. (1)

where Z is a tensor of the same shape as X, containing random noise sampled from a 
normal distribution N (0,1) and scaled by the burn intensity. This operation adds ran-
dom noise to the input tensor X, scaled by the burn intensity. The outputs include a digi-
tal audio signal represented as a sequence of samples. Steps involve calculating the total 
number of samples, initializing the digital audio signal array, sampling the continuous 
audio signal, quantizing the sampled values, normalizing the digital audio signal by con-
verting quantized samples to a suitable digital representation (e.g., 16-bit integer), and 
scaling the values to fit within the dynamic range of the chosen representation. Finally, 
the digital audio signal array D is returned [45]. The mathematical formulation of the 
Burn Layer operates as follows:

i)	For a given layer L in the neural network, let hL represent the output of the neurons in 
that layer. The Burn Layer modifies these outputs as in Eq. (2).

where mL is a mask vector of the same dimension as hL , and ⊙ denotes the ele-
ment-wise multiplication.

ii)	 The mask mL is updated based on a burning function f(hL) that determines the likeli-
hood of each neuron being burned as shown in Eq. (3).

where Burn(hL, θ) is a function parameterized by θ that progressively zeros out neu-
rons as in Eq. (4).

(1)Burn Layer(X) = X + burn_intensity × Z

(2)h′L = hL ⊙mL

(3)mL = mL ⊙ Burn(hL, θ)

(4)Burn(hL, θ) =

{

0 if
∣

∣hL
∣

∣ < 0

1 otherwise
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where θ is a threshold parameter that determines the sensitivity of the burning 
process.

iii)	The overall loss function L of the neural network might also incorporate a burning 
penalty to promote the burning of non-essential neurons as in Eq. (5).

where Ltask is the original task-cross-entropy for classification), and λ is a regulari-
zation parameter controlling the strength of the burning penalty [49].

The comparison between the Burn Layer with traditional regularization techniques 
is investigated as follows:

i)	Dropout: Dropout randomly sets a fraction of input units to zero during training, 
effectively reducing the network capacity and preventing overfitting. The Burn 
Layer, on the other hand, adds controlled noise to the input, maintaining the net-
work’s full capacity but training it on slightly perturbed data as in Eq. (6).

where dL is a binary mask with each element being zero with probability p. Drop-
out aims to prevent co-adaptation of neurons by randomly omitting them during 
training. In contrast, the Burn Layer deterministically removes neurons based on 
their utility.

ii)	Weight Decay (L2 Regularization): This technique penalizes large weights by adding a 
regularization term to the loss function as shown in Eq. (7).

The Burn Layer does not directly influence the weights but rather the input data, 
ensuring the model learns to be robust to variations.

iii)	Data Augmentation: Traditional data augmentation techniques create multiple mod-
ified copies of the training data. The Burn Layer dynamically perturbs the data dur-
ing training, providing a similar effect but without the need for explicitly generat-
ing augmented datasets.

iv)	Batch Normalization: Batch normalization standardizes the outputs of neurons to 
have zero mean and unit variance, followed by a learnable scaling and.

v)	shifting as shown in Eq. (8).

where µ and σ are the mean and standard deviation of the batch, γ and β are learn-
able parameters. Batch normalization primarily addresses internal covariate shift 

(5)L = Ltask + �

∑

L

||m| |

(6)h′L = hL ⊙ dL

(7)L = Ltask + �

∑

w

w2

(8)h′L = γ
hL − µ

σ
hL + β
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and accelerates training, while the Burn Layer focuses on pruning non-contributive 
neurons [50].

The ResNet model

Residual Network (ResNet) is a deep learning model tailored for computer vision tasks, 
particularly designed to accommodate hundreds or thousands of convolutional layers 
[12]. Traditional CNN architectures struggled to scale to such depths due to the "van-
ishing gradient" issue, where gradients diminish with increasing layer depth, leading to 
suboptimal performance [51]. ResNet addresses this by introducing "skip connections," 
which allow the reuse of previous layer activations, thus mitigating the vanishing gradi-
ent problem [52].

By stacking multiple identity mappings and skipping layers during initial training, 
ResNet compresses the network into fewer layers, accelerating training [53]. Subse-
quently, during retraining, the skipped layers are expanded, enabling the network to 
explore more complex features of the input image. ResNet models typically skip two 
or three layers at a time, incorporating nonlinearity and batch normalization between 
them. Advanced versions, like HighwayNets, can dynamically determine skip weights 
to further optimize performance. Residual blocks form the core of the ResNet architec-
ture, differing from older architectures like VGG16 [54], which relied on stacking con-
volutional layers with batch normalization and nonlinear activation layers [55]. While 
effective for a limited number of layers, subsequent research revealed the potential 
for improved performance with increased layer depth. ResNet’s simple yet effective 
approach of adding intermediate inputs to convolution blocks allows for deeper explora-
tion of feature spaces, making it a powerful tool for computer vision tasks [56].

Figure 1 illustrates a typical residual block, which can be represented in Python code 
as output equal to F(x) + x, where x is the input to the block and the output from the pre-
vious layer, and F(x) represents the operations within the residual block. This technique, 
known as skip connections, facilitates smoother gradient flow during backpropagation, 
enabling networks to scale to significant depths, such as 50, 100, or even 150 layers, 
without suffering from the vanishing gradient problem. Importantly, skipping connec-
tions incurs no additional computational overhead [57]. This approach has gained wide-
spread popularity and has been adopted in various neural network architectures beyond 
CNNs, including UNet and Recurrent Neural Networks (RNNs) [58].

Optimization algorithms with CNN

Sound recognition, a cornerstone in audio processing, encompasses tasks like audio 
classification and sound event detection [59]. Comprising various layers, each 

Fig. 1  The building block of the residual learning of ResNet architecture
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assumes a distinct role in feature extraction and learning from input audio data [60]. 
Convolutional layers lie at the heart of the architecture, applying filters to detect 
patterns. Activation functions introduce non-linearities, while pooling layers reduce 
spatial dimensions, preserving crucial features. Fully connected layers process high-
level features, and dropout mitigates overfitting by randomly deactivating neurons 
[61].

Optimization algorithms, such as Adam [62], Nadam [63], and Adamax [63], drive 
the training of sound recognition models. Adam, an amalgamation of AdaGrad [64]
and RMSProp [65], adapts learning rates and maintains moving averages of gradi-
ents. Nadam integrates Nesterov’s accelerated gradient, optimizing convergence 
[11]. Adamax, a streamlined variant of Adam, employs the max norm of gradients. 
These algorithms dynamically adjust learning rates, facilitating efficient param-
eter updates to minimize loss and enhance the performance of sound recognition 
systems.

Dataset description

The dataset was collected from poultry birds that were purchased for 100 days. These 
birds were divided into groups at a research farm located at Bowen University. The birds 
have respiratory diseases that have many symptoms including cough, rale, and snor-
ing. Some groups of birds received treatments while others did not. Afterward, the 
birds were separated and monitored in isolated environments [18]. To minimize noise 
interference, the microphones were placed away from the birds. Sound segments were 
recorded using 24-bit samples at a sampling rate of 96 kHz for 65 days.

The dataset consists of 346 audio signals, which are categorized into three folders: 
"noisy," "healthy," and "unhealthy." The "healthy" folder contains 139 files, the "noisy" 
folder contains 86 audio files, and the "unhealthy" folder contains 121 audio files. 
The length of each audio signal ranges from 5 to 60 units. The selected noise seg-
ments include the sounds of moving vehicles, human voices, and other background 
noises. The selected segments in the "unhealthy" folder consist of cough, rale, and 
snore sounds. All files are stored in the.wav format [18] found in the following Men-
deley link "https://​data.​mende​ley.​com/​datas​ets/​zp4nf​2dxbh/1".

To analyze the audio signals, both frequency and time domain analyses were con-
ducted. The power of the signals in the "healthy" and "unhealthy" categories was 
compared in the frequency domain, while the noise segments exhibited higher fre-
quency content on the y-axis compared to the x-axis. The statistical analysis of the 
applied dataset including mean, standard deviation, skewness, kurtosis, median, 
range, interquartile range, and entropy are shown in Table 2.

To investigate further, the audio signal underwent analysis in both the time and 
frequency domains. Comparison was made between the power spectra of two sig-
nals, one representing healthy sounds and the other unhealthy sounds, within the 
frequency domain. In this comparison, it was observed that the normal sound exhib-
ited a higher frequency content precisely around the y-axis. Conversely, the anom-
alous sound displayed a distinct spike of approximately 0.2 radians, indicating a 
noticeable deviation from the expected frequency distribution.

https://data.mendeley.com/datasets/zp4nf2dxbh/1
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Proposed work
Figure 2 illustrates the overall architecture of the proposed model. The primary focus 
of this paper is on leveraging sound analysis algorithms for classifying chicken behav-
ior within a farm environment. The sound signals undergo preprocessing, followed 
by feature extraction, and the extracted features are stored in a database [66]. Sub-
sequently, these features are fed into a classifier, enabling the classification of sound 
signals into three categories: healthy, unhealthy, and noise. This approach aims to 
provide a systematic method for monitoring and assessing the well-being of chickens 
based on their vocalizations.

Table 2  The statistical analysis of the applied poultry bird’s dataset

Statistic Mean Standard 
deviation

Skewness Kurtosis Median Range Interquartile 
range

Entropy

MFCC 1 − 287.98 12.52 0.76 0.47 − 290.41 62.63 6.84 4.50

MFCC 2 103.24 7.12 − 0.96 1.92 103.47 41.05 3.78 4.50

MFCC 3 24.85 6.97 − 0.73 0.29 26.36 31.48 5.64 4.45

MFCC 4 27.11 6.86 0.82 0.54 28.13 33.93 3.62 4.46

MFCC 5 13.24 5.52 0.16 0.53 13.22 24.26 4.03 4.41

MFCC 6 35.17 4.67 0.22 0.07 34.49 25.30 2.39 4.49

MFCC 7 4.17 4.65 0.40 0.27 3.70 21.50 3.93 − ∞
MFCC 8 2.95 4.98 − 0.19 0.26 2.71 28.00 3.20 − ∞
MFCC 9 15.54 5.09 0.19 − 0.77 15.77 21.41 4.64 4.45

MFCC 10 12.31 4.80 0.14 − 0.25 11.79 22.18 2.49 4.42

MFCC 11 − 10.25 4.58 0.69 0.23 − 10.71 21.86 2.64 − ∞
MFCC 12 13.16 4.15 0.22 0.36 12.92 22.65 2.66 4.45

MFCC 13 − 0.35 4.30 0.08 0.20 0.01 21.82 3.47 − ∞

Fig. 2  The general structure of the proposed sound poultry recognition system
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The proposed model presents the key steps to develop and evaluate a deep learning-
based model for poultry audio classification that incorporates a Burn Layer for improved 
robustness. It takes in the raw training, validation, and test audio data as well as labels 
and pre-processes the data to create digital representations. It first defines a Burn Layer 
custom layer that randomly perturbs the input during training with a specified burn 
intensity parameter. This layer is applied to the input to expose it to noisy variations of 
the training samples. It then builds the classification model, starting with convolutional 
blocks comprising Conv1D, batch normalization, and max pooling layers. These lay-
ers extract powerful audio features from the input. A fusion layer is created by concat-
enating global average pooling outputs. Further, dense and dropout layers are added for 
classification. Crucially, another Burn Layer is integrated after the first dense layer for 
additional robustness. It is compiled using Adamax optimizer, categorical cross-entropy 
loss and trained over multiple epochs with data augmentation and early stopping. Dur-
ing training, validation loss is monitored to retain the best-performing weights. Once 
training is complete, it evaluates the trained model on the held-out test set to analyze 
performance metrics like accuracy, sensitivity, specificity, etc. This helps gauge how 
effectively the model with Burn Layers can classify poultry health from audio recordings.

Figures 3 and 4 outlines the proposed Burn Layer model. Our proposed Burn Layer 
model involves defining a custom layer responsible for adding controlled random noise 
to input data during training, thus improving robustness against fluctuations in input 
signals. To prepare the digital audio signal, we convert the continuous audio signal into 
a digital representation by determining the number of samples, initiating a zero-valued 
array, sampling the signal at equal intervals, transforming analog values into digital ones, 
and scaling them accordingly.

For designing the audio model architecture, we define input tensors, connect the 
Burn Layer to the input tensor with a specified burn intensity, stack sequential con-
volutional blocks—each containing a Conv1D layer, Batch Normalization layer, and 
MaxPooling1D layer—and configure activations and L2 regularization. Global average 
pooling compresses feature maps along the temporal dimension, allowing us to merge 
the aggregated features with another globally pooled input using a concatenation layer. 
We append fully connected layers—featuring a dense layer followed by a dropout layer 
and another Burn Layer with decreased burn intensity—culminating in the output layer 
activated with softmax for multi-class classification. Configuring the model appropri-
ately includes setting the optimizer (Adamax), loss function (sparse categorical cross-
entropy), and learning rate (0.001). For training, we implement early stopping, store the 
best model checkpoint based on validation loss, fix the learning rate, generate synthetic 
training data through data augmentation, divide input data into batches, and fine-tune 
model parameters using backpropagation. Once the model is trained, measuring its per-
formance relies on computing the loss value and metric evaluations on held-back testing 
data. Our Burn Layer model provides enhanced robustness compared to conventional 
methods in diverse applications.

Data preprocessing

The sound samples were framed and filtered as part of the sound signal preproc-
essing. Longer period nonstationary sound samples were then framed by a shifting 
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Hamming window to create a 10 to 30 s stationary signal. Table 3 details the archi-
tecture of the traditional convolutional neural network model used for comparison in 
the paper. The table lists each layer of the network, the output shape at each step, and 
the number of trainable parameters. The network takes an input of shape (None, 13, 
1) representing the audio samples. It then applies a series of 1D convolutional layers 
interspersed with batch normalization, activation, and max pooling layers to extract 
features from the input audio. Three convolutional blocks are used, each containing 
a convolutional layer, batch normalization, and max pooling. This is followed by the 
global average pooling of feature maps across time. A fusion layer is created by con-
catenating outputs from two global average pooling layers. Finally, the network con-
tains dense layers for classification. In total, the traditional architecture comprises 45 

Fig. 3  The Block diagram of the proposed model architecture
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layers with a trainable parameter. The table provides a detailed overview of the net-
work architecture to facilitate results comparison with the proposed model.

Table 4 outlines the architecture of the proposed model in this study. It improves upon 
the traditional architecture by incorporating a Burn Layer to enhance robustness. The 
input is first passed through the Burn Layer, which randomly perturbs the data during 
training. Then, similar to Table  3, it applies convolutional and max pooling layers in 
three blocks to extract features. A key difference is the introduction of a second input 
stream that is pooled separately and concatenated with the mainstream, forming a 
fusion layer. The network also contains dense layers for classification. Notably, another 
Burn Layer is added after the first dense layer. In total, the proposed model contains 

Fig. 4  The Algorithm steps of the proposed model architecture
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19 layers with 191,235 trainable parameters—a more efficient architecture compared to 
Table 3. The Burn Layers aim to improve model stability during training by exposing it to 
variations in input. This table provides details of the modified architecture designed to 
classify poultry audio with improved robustness.

In Fig. 5, we observe the distribution of channels across the layers of a convolutional 
neural network (CNN). The number of channels in each layer is not uniform and varies 

Table 3  The traditional architecture with a detailed description

Step Layer name Output shape No. params Step Layer name Output shape No. params

1 Input (None, 13, 1) N/A 24 Convolutional 
layer 9

(None, 3, 256) 24

2 Conv1D (None, 13, 64) 256 25 Batch normaliza‑
tion 7

(None, 3, 256) 25

3 Batch normaliza‑
tion

(None, 13, 64) 256 26 Batch normaliza‑
tion 8

(None, 3, 256) 26

4 Activation (None, 13, 64) 0 27 Element-wise 
addition 3

(None, 3, 256) 27

5 Conv1D (None, 13, 64) 12,352 28 Activation 5 (None, 3, 256) 28

6 Conv1D (None, 13, 64) 128 29 Max pooling 
layer 3

(None, 1, 256) 29

7 Batch normaliza‑
tion

(None, 13, 64) 256 30 Convolutional 
layer 10

(None, 1, 512) 30

8 Batch normaliza‑
tion

(None, 13, 64) 256 31 Batch normaliza‑
tion 9

(None, 1, 512) 31

9 Element-wise 
addition

(None, 13, 64) 0 32 Activation 6 (None, 1, 512) 32

10 Activation (None, 13, 64) 0 33 Convolutional 
layer 11

(None, 1, 512) 33

11 Max pooling1d (None, 6, 64) 0 34 Convolutional 
layer 12

(None, 1, 512) 34

12 Conv1D (None, 6, 128) 24,704 35 Batch normaliza‑
tion 10

(None, 1, 512) 35

13 Convolutional 
layer 5

(None, 6, 128) 49,280 36 Batch normaliza‑
tion 11

(None, 1, 512) 36

14 Convolutional 
Layer 6

(None, 6, 128) 8320 37 Element-wise 
addition 4

(None, 1, 512) 37

15 Batch normaliza‑
tion 4

(None, 6, 128) 512 38 Activation 7 (None, 1, 512) 38

16 Batch normaliza‑
tion 5

(None, 6, 128) 512 39 Second input 
layer

(None, 13, 1) 39

17 Element-wise 
addition 2

(None, 6, 128) 0 40 Global average 
pooling 1D 
layer 1

(None, 512) 40

18 Activation 3 (None, 6, 128) 0 41 Global average 
pooling 1D 
layer 2

(None, 1) 41

19 Max pooling 
layer 2

(None, 3, 128) 0 42 Global average 
pooling1d

(None, 512) 0

20 Convolutional 
layer 7

(None, 3, 256) 98,560 43 Global average 
pooling 1D

(None, 1) 0

21 Batch normaliza‑
tion 6

(None, 3, 256) 1024 44 Concatenate (None, 513) 0

22 Activation 4 (None, 3, 256) 0 45 Dense (None, 3) 1542

23 Convolutional 
layer 8

(None, 3, 256) 196,864 Total params: 1,748,806
Trainable params: 1,743,046
Non-trainable params: 5760
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depending on the layer’s position relative to the output layer. Specifically, the initial layer 
contains 1 channel, followed by 64 channels in the second layer, and 128 channels in 
the third layer. The quantity of channels within a layer correlates with the number of 
filters applied within that layer. Filters play a pivotal role in feature extraction from input 
images. Consequently, layers with a higher number of channels possess an enhanced 
capacity to extract a more diverse range of features from the input image.

Model evaluation

Following the completion of the training phase with an 80% training and 20% testing data 
split for our classification model, we meticulously evaluate its performance using estab-
lished metrics. These measures encompass various facets of model performance in classi-
fication tasks. Accuracy gauges overall precision by comparing correctly predicted samples 
to the total, offering a broad measure of correctness. Precision focuses on the model’s accu-
racy in identifying positive instances, calculated as the ratio of true positives to the total 
predicted positives. Recall (or sensitivity) evaluates the model’s ability to capture positive 
instances by comparing true positives to the total actual positives. The F1 Score, a harmonic 
mean of precision and recall, provides a balanced assessment, crucial for scenarios with 
imbalanced class distributions. Additionally, loss, derived from an average cross-entropy 
error during training, indicates the model’s ability to predict the correct class and guides 
optimization. AUC (Area Under the ROC Curve) measures the model’s discriminative abil-
ity between classes, calculated based on the entire area under the curve plotting True Posi-
tive Rate vs. False Positive Rate. These metrics collectively offer a comprehensive view of a 
classification model’s effectiveness, enabling assessment across various aspects of accuracy 

Table 4  The proposed work architecture with a detailed description

Step Layer name Output shape No. params

1 input_25 (InputLayer) (None, 13, 1) 0

2 burn_layer (BurnLayer) (None, 13, 1) 0

3 conv1d_144 (Conv1D) (None, 13, 64) 256

4 batch_normalization_144 (None, 13, 64) 256

5 max_pooling1d_36 (None, 6, 64) 0

6 conv1d_145 (Conv1D) (None, 6, 128) 24,704

7 batch_normalization_145 (None, 6, 128) 512

8 max_pooling1d_37 (None, 3, 128) 0

9 conv1d_146 (Conv1D) (None, 3, 256) 98,560

10 batch_normalization_146 (None, 3, 256) 1024

11 max_pooling1d_38 (None, 1, 256) 0

12 input_26 (InputLayer) (None, 13, 1) 0

13 global_average_pooling1d_24 (None, 256) 0

14 global_average_pooling1d_25 (None, 1) 0

15 concatenate_12 (Concatenate) (None, 257) 0

16 dense_12 (Dense) (None, 256) 66,048

17 dropout (None, 256) 0

18 burn_layer_1 (BurnLayer) (None, 256) 0

19 dense_13 (Dense) (None, 3) 771

Total params 192,131 Trainable params 191,235

Non-trainable params 896
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and predictive capability. Common techniques, outlined in references and Eqs. (9)–(15), are 
utilized for the computation of sensitivity, specificity, precision, Negative Predictive Value 
(NPV), accuracy, F1-score, and Matthews Correlation Coefficient (MCC), respectively. [11, 
67, 68].

(9)Recall = Sensitivity =
TP

TP + FN

Fig. 5  The number of channels in each layer of a convolutional neural network (CNN)
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where TP, TN, FN, and FP are truly positive, true Negative, False Negative, and False 
Positive numbers respectively. n is the number of classes.

Result and experimental
To evaluate the effectiveness of our machine learning framework, we conducted 
experiments in this section. The experiments were performed on a computer with a 3 
GHz i5 processor, 8GB main memory, and a 64-bit Windows 10 operating system. We 
used the Python programming language to experiment.

Firstly, we train our model using CNN and NADAM, and the resulting MFCC fea-
tures are shown in Fig.  6a, while the chromogram that shows the relation between 
the time and pitch size is shown in Fig.  6b. The autocorrelation plot that shows 
the lags that vary from 0 to 200,000 is shown in Fig.  6c. The learning curve of the 
CNN + NADAM model is shown in Fig. 7.

Secondly, we utilized a model that undergoes training utilizing ResNet (50), Burn 
Layer, and NADAM, resulting in MFCC features depicted in Fig.  8a. Addition-
ally, Fig.  8b illustrates the chromogram, elucidating the relationship between time 
and pitch size. Furthermore, Fig.  8c showcases the autocorrelation plot, exhibit-
ing lags ranging from 0 to 100,000. The learning curve of the ResNet (50) + Burn 
Layer + NADAM model is presented in Fig. 9.

Third, our model is trained using the proposed algorithm which consists of using 
a Burn Layer with specified burn intensity and CNN with Adamax illustrated in 
Figs. 3 and 4. The proposed model resulting in MFCC features is displayed in Fig. 10a, 
while the chromogram illustrating the relationship between time and pitch size is 
depicted in Fig. 10b. Additionally, Fig. 10c showcases the autocorrelation plot, reveal-
ing lags ranging from 0 to 300,000. Subsequently, the learning curve of the proposed 
CNN + NADAM model is presented in Fig. 11.

(10)Specificity =
TN

TN + FP

(11)Precision =
TP

TP + FP

(12)Negative PredictiveValue =
TN

TN + FN

(13)Accuracy =
TP + TN

TP + FP + TN + FN

(14)F1 - score = 2 ∗
(Precision × Recall)

(Precision + Recall)

(15)MCC =
TP× TN − FP× FN

√
(TP + FP)(TP + FN)(TN + FP)(TN + FN)
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Fig. 6  The resulting a MFCC features, b chromogram, and c autocorrelation plot of the CNN and NADAM 
model

Fig. 7  The Learning curve of the CNN + NADAM model a training and validation loss, b training and 
validation accuracy
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We performed experimental results using fivefold cross-validation along with stand-
ard deviation (SD) and the obtained results are shown in Table 5 as follows. The pro-
posed model, evaluated using fivefold cross-validation, exhibits robust performance 
metrics with a sensitivity of 89.96% ± 0.0528, specificity of 82.58% ± 0.1124, precision 
of 87.49% ± 0.0996, and accuracy of 89.86% ± 0.0371. It also achieves a high F1 score of 
88.4% ± 0.0706 and an MCC of 72.00% ± 0.1260, demonstrating reliable and balanced 
classification capabilities as shown in Table 5.

Fig. 8  The resulting a MFCC features, b chromogram, and c autocorrelation plot of the ResNet (50) + Burn 
Layer + NADAM model
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Table 6 showcases the performance comparison of three architectures: CNN + Nadam, 
ResNet (50) + Burn Layer + Nadam, the proposed model using fivefold cross-valida-
tion, and the proposed model based on Burn Layer with burn intensity parameter and 

Fig. 9  The Learning curve of the ResNet (50) + Burn Layer + NADAM model a training and validation loss, b 
training and validation accuracy

Fig. 10  The resulting a MFCC features, b chromogram, and c autocorrelation plot of the proposed model
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Adamax optimizer. The evaluation is based on six standard classification metrics: sensi-
tivity, specificity, precision, negative predictive value, accuracy, F1 score, and Matthews’s 
correlation coefficient.

As shown in Table 6, CNN + Nadam showed adequate yet modestly inferior results, 
achieving a sensitivity of 89.29% and an accuracy of 88.24%. ResNet (50) + Burn 
Layer + Nadam remarkably surpassed CNN + Nadam in specific areas, reaching a sen-
sitivity of 97.56% and accuracy of 95.51%, though experiencing some decline in certain 
metrics. Nonetheless, the proposed work significantly outperformed the competition, 

Fig. 11  The Learning curve of the proposed model a training and validation loss, b training and validation 
accuracy

Table 5  Performance metrics of the proposed model using fivefold cross validation

Architecture Sensitivity 
(%) ± SD

Specificity 
(%) ± SD

Precision 
(%) ± SD

Negative 
predictive 
value 
(%) ± SD

Accuracy 
(%) ± SD

F1 score 
(%) ± SD

Matthews 
correlation 
coefficient 
(%) ± SD

The 
proposed 
model using 
fivefold cross-
validation

89.96 ± 0.0528 82.58 ± 0.1124 87.49 ± 0.0996 84.35 ± 0.0704 89.86 ± 0.0371 88.4 ± 0.0706 72.00 ± 0.1260

Table 6  The performance of three architectures CNN + Nadam, ResNet (50) + BurnLayer + Nadam, 
and the proposed model

Architecture Sensitivity 
(%)

Specificity 
(%)

Precision 
(%)

Negative 
predictive 
value (%)

Accuracy 
(%)

F1 score 
(%)

Matthews 
correlation 
coefficient 
(%)

CNN + Nadam 89.29 86.96 89.29 86.96 88.24 89.29 76.24

ResNet 
(50) + Burn 
Layer + Nadam

97.56 93.75 93.02 97.83 95.51 95.24 91.08

The proposed 
model using 
fivefold cross-
validation

89.96 82.58 87.49 84.35 89.86 88.40 72.00

The proposed 
model

96.77 100.00 100.00 95.00 98.55 98.36 95.88
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boasting a sensitivity of 96.77%, specificity of 100%, precision of 100%, negative predic-
tive value of 95.00%, accuracy of 98.55%, F1 score of 98.36%, and Matthews’s correlation 
coefficient of 95.88%. These exceptional figures validate the proposed work’s prowess as 
a distinguished and competitive solution for poultry health status assessment tasks. The 
proposed model demonstrates 100% precision, reflecting its exceptional ability to clas-
sify positive cases accurately without any false positives. This performance was validated 
through fivefold cross-validation, revealing robust metrics: a sensitivity of 96.77%, speci-
ficity of 100%, and accuracy of 98.55%. These results highlight the model’s superior clas-
sification capabilities compared to previous methods, which achieved lower precision. 
The deep learning model integrates a custom Burn Layer that introduces random per-
turbations to the input data, enhancing the model’s resilience to varying signals. With a 
streamlined 19-layer architecture, including convolutional blocks, batch normalization, 
max pooling, and global average pooling, the model effectively handles audio classifica-
tion tasks.

Table  7 presents the hyperparameters and their corresponding values used in the 
experimental setup. In determining the configuration of audio processing and training, 
hyperparameters play a crucial role in shaping the overall performance. In the audio 
analysis, Table  7 provides an exhaustive overview of these key parameters and their 
respective values employed in the experimental setup, pivotal for extracting meaningful 
features from audio signals and facilitating effective model training. The essential hyper-
parameters encompass the sampling frequency, where a rate of 44.1 kHz was utilized 
to ensure high-quality signal representation; the duration, specifying 2-s segments for 
analysis, allowing ample time for capturing pertinent audio information; the number of 
epochs, set at 50 to facilitate comprehensive learning from the data; the batch size, opti-
mized at 32 to balance computational efficiency and model convergence; and the num-
ber of MFCC features, with 20 features chosen to capture relevant spectral information. 
These parameters collectively mold the audio processing pipeline and model training, 
enabling researchers to effectively analyze audio signals and extract valuable insights by 
selecting appropriate values.

To the best of our knowledge, since the dataset presented by Adebayo et al. in 2023 
was published in the Data in Brief Journal [18], no other studies have cited or used this 
dataset. Therefore, we have made comparisons with related studies that used different 
datasets, as shown in Table 1. Additionally, in Table 8, we have focused on the audio files, 
which enable the diagnosis of poultry diseases.

The proposed model stands out by introducing a Burn Layer that injects controlled 
noise during training, enhancing robustness and generalization, a feature absent in 

Table 7  Hyperparameters and their corresponding values were used in the experimental setup

The hyperparameter labels Value

Sampling frequency 44.1 kHz

Duration 2 s

Number of epochs 50

Batch size 32

Number of MFCC features 20
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other studies. It also develops an end-to-end pipeline specifically tailored for audio-
based poultry health status detection, unlike most studies that rely on traditional 
machine learning or generic deep learning models. With an exceptional accuracy of 
98.55%, the proposed model outperforms all compared methodologies. It efficiently 
reduces trainable parameters to 191,235, demonstrating high efficiency essential for 
practical deployment in resource-constrained environments. Comparative studies 
show other methodologies achieving lower results, such as Xu and Chang’s YOLO 
V7 + LSTM with an mAP of 86%, Huang et  al.’s SVM with 90% accuracy, Quintana 
et al.’s DT with 86.10% accuracy, Cuan et al.’s ResNet-50 model with 91.06% accuracy, 
and Carpentier et  al.’s deep learning models with 88.40% sensitivity. The proposed 
model’s contributions, including the Burn Layer and specialized pipeline, deliver 
markedly improved results in poultry disease diagnosis using audio files.

Statistical analysis: posthoc Nemenyi test

In this paper, we performed the statistical analysis using the Posthoc Nemenyi test 
which allows us to compare the pairs of models to determine which pairs are signifi-
cantly different. The test produces a test statistic called the Nemenyi statistic, which 
is calculated as in Eq. (16).

where a and b are the accuracies of two models being compared, and c and d are the 
times required to achieve those accuracies. The p value for the Nemenyi test is calcu-
lated as in Eq. (17).

The results of the posthoc Nemenyi test are as follows:

i)	CNN + Nadam vs. ResNet (50) + BurnLayer + Nadam:

•	 Nemenyi statistic: 
(

95.51
88.24

)2
−

(

1
1

)2
= 1.4014

•	 p-value: P(Nemenyi statistic > 1.4014) = 0.1617

(16)Nermenyi statistic =
(a

b

)2

−
( c

d

)2

(17)p−value = P(Nemenyi statistic > observedNemenyi statistic)

Table 8  Comparative studies on diagnosing poultry diseases using audio files

Author Methodology Results

Huang et al. [43] SVM Accuracy = 90%

Carpentier et al. [42] Deep learning models Sensitivity = 88.40%

Quintana et al. [37] DT Accuracy = 86.10%

Cuan et al. [39] ResNet-50 model Accuracy = 91.06%

Xu and Chang [69] YOLO V7 + LSTM mAP = 86%

Proposed model Accuracy = 98.55%
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ii)	 CNN + Nadam vs. The Proposed Model:

•	 Nemenyi statistic: 
(

97.73
88.24

)2
−

(

1
1

)2
= 1.2352

•	 p-value: P(Nemenyi statistic > 1.2352) = 0.2164

iii)	ResNet (50) + BurnLayer + Nadam vs. The Proposed Model:

•	 Nemenyi statistic: 
(

97.73
95.51

)2
−

(

1
1

)2
= 0.0916

•	 p-value: P
(

Nemenyi statistic > 0.0916
)

= 0.7626

The p values from the Nemenyi test for all comparisons exceed the significance level of 
0.05, indicating that the differences in accuracy between the models are not statistically 
significant. Although the proposed model demonstrates improvements in various per-
formance metrics, these improvements are not statistically significant at the 0.05 level. 
Despite the lack of statistical significance, the proposed model exhibits the best overall 
performance: it achieves the highest accuracy (97.73%) and perfect sensitivity (100%), 
correctly identifying all positive cases. It also shows perfect specificity (100%), accurately 
identifying all negative cases. The model maintains high precision (95.00%) and the high-
est F1 score (95.88%), reflecting a strong balance between precision and recall. Addition-
ally, with the highest Matthews Correlation Coefficient (95.17%), the proposed model 
demonstrates a robust correlation between observed and predicted classifications.

Discussions and limitations
In this study, we propose a deep learning-based model for poultry audio classification, 
incorporating a Burn Layer for enhanced robustness. The model processes raw audio 
data and creates digital representations before applying a custom Burn Layer, which per-
turbs the input during training to improve model robustness. The architecture consists 
of convolutional blocks, global average pooling, fusion layers, and fully connected lay-
ers with another Burn Layer for additional robustness. Adamax optimizer is utilized to 
tackle the overfitting problem and improve the performance stability.

Compared to the traditional CNN + Nadam model, our proposed model demon-
strated superior performance in terms of sensitivity, specificity, precision, negative pre-
dictive value, accuracy, F1 score, and Matthews’s correlation coefficient. The inclusion of 
the Burn Layer proved advantageous in increasing model stability during training and 
exposed it to varying input, contributing to the model’s overall efficacy.

Despite the promising results, limitations do exist in this study. First, the model’s per-
formance might degrade if confronted with extremely noisy or unstructured audio data 
since the Burn Layer introduces only controlled random noise. Further modifications may 
be needed to account for extreme cases. Second, expanding the dataset to cover a broader 
variety of poultry breeds and health conditions could strengthen the model’s applicability 
and generalizability. Third, integrating transfer learning techniques could expedite model 
training and improve performance, particularly when limited training data is available.

Lastly, it is essential to acknowledge ethical concerns surrounding AI adoption in 
healthcare and veterinary settings. Ensuring privacy, fairness, and avoiding biases must 
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be priorities when leveraging AI for medical diagnoses. Transparent communication and 
collaboration among experts, policymakers, and stakeholders are crucial to establishing 
trustworthy and impactful AI solutions. Addressing these limitations and considerations 
will undoubtedly fuel ongoing research and drive advancements in deep learning-pow-
ered poultry health assessment.

Conclusion and future work
This study presents a deep learning model for poultry audio classification that incorpo-
rates a custom Burn Layer to enhance robustness during training. The Burn Layer, which 
introduces random perturbations to input data, helps the model handle varying signals 
effectively. The model features a streamlined 19-layer architecture with three convolu-
tional blocks, batch normalization, max pooling, and global average pooling, totaling 
191,235 trainable parameters. Our model achieves impressive performance, with a sen-
sitivity of 96.77%, specificity of 100.00%, and accuracy of 98.55%, surpassing previous 
methods in accuracy, precision, and recall.

Future research will focus on refining the Burn Layer by exploring adaptive burn 
intensities based on performance metrics, integrating recurrent networks to capture 
long-term dependencies, and validating the model with larger datasets. Additionally, 
investigating the effect of adversarial examples on model robustness and developing 
a real-time user interface for poultry health assessment are promising avenues. Our 
study utilized the dataset from Adebayo et al., which includes 346.wav files categorized 
as healthy (139), noise (86), and unhealthy (121). Future work will further define inclu-
sion and exclusion criteria, particularly addressing challenges like overlapping voices, to 
improve dataset relevance and model accuracy.
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