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Introduction
Surface cracks are the initial indicators of pavement structure deterioration, which 
affects performance and health, and pose a potential threat to the safety of vehicles. 
Structural assessment is crucial for effective maintenance and predicting potential 
failures. The pavement condition data can be collected by subjective human experts 
(manually) by visually inspecting and evaluating the road, or automatically. Manual 
Inspection techniques are laborious, time-consuming, inspector-dependent, inconsist-
ent [1, 2], and easily vulnerable to the perspicacity of the inspector. Inadequate inspec-
tion and condition assessment can result in various accidents [3, 4]. The accuracy and 
efficiency standards of pavement management systems cannot be matched by manual 
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U-net, a fully convolutional network-based image segmentation method, has dem-
onstrated widespread adaptability in the crack segmentation task. The combination 
of the semantically dissimilar features of the encoder (shallow layers) and the decoder 
(deep layers) in the skip connections leads to blurry features map and leads to undesir-
able over- or under-segmentation of target regions. Additionally, the shallow architec-
ture of the U-Net model prevents the extraction of more discriminatory information 
from input images. This paper proposes a Residual Sharp U-Net (RS-Net) architecture 
for crack segmentation and severity assessment in pavement surfaces to address 
these limitations. The proposed architecture uses residual block in the U-Net model 
to extract a more insightful representation of features. In addition to that, a sharpening 
kernel filter is used instead of plain skip connections to generate a fine-tuned encoder 
features map before combining it with decoder features maps to reduce the dissimilar-
ity between them and smoothes artifacts in the network layers during early training. 
The proposed architecture is also integrated with various morphological operations 
to assess the severity of cracks and categorize them into hairline, medium, and severe 
labels. Experiments results demonstrated that the RS-Net model has promising 
segmentation performance, outperforming earlier U-Net variations on testing data 
for crack segmentation and severity assessment, with a promising accuracy (>0.97)
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pavement condition evaluation techniques. In recent years, there has been a significant 
increase in the deployment of automated vision-based pavement detection systems, 
which focus on the characterization of surface cracks and quantitative modeling based 
on collected data. These systems frequently utilize vehicle-mounted equipment to effi-
ciently cover extensive road networks. Developing a reliable pavement condition assess-
ment system remains a challenging task due to the various complexities associated with 
the images acquired from pavement surfaces. The factors include the pavement surface 
crack’s asymmetrical size and shape, varying intensities within the image, the existence 
of different textures, the presence of shadows, and the similarity between the crack and 
pavement surfaces. Machine learning techniques have been successfully applied across 
various applications to solve various real-world problems [5–7]. In crack detection field, 
the earlier classical image processing-based approaches focused on using various filters 
[8–11], thresholding [12, 13], and edge detection techniques [14, 15] for crack detection 
in paved surfaces. However, their widespread adoption has been stymied by factors such 
as requiring a lot of human intervention, being affected by lighting, and having no con-
tinuity or contrast between neighboring crack pixels. The shortcomings of conventional 
approaches can be addressed by feature extraction-based machine learning techniques 
which involve extraction of handcrafted features and their classification [16], but these 
approaches lack robustness if ineffective representations of surface cracks are extracted 
from the input images.

Recent advances in technology have led to widespread adoption of Deep Learning (DL) 
techniques, for the classification [17–24], localization [23, 25–27], and segmentation 
[24, 28–34] of cracks in civil infrastructures. The DL models learn the efficient features 
from the input images automatically, reducing the necessity for hand-crafted feature 
extraction required for traditional ML approaches. Liu et al. [24] developed a dataset for 
asphalt pavement fatigue crack classification using visible, infrared, and fused images, 
and evaluated thirteen CNN models. They applied Grad-CAM and Guided Grad-CAM 
for model interpretation and investigated the impact of image types on classification 
accuracy, highlighting the applicability of infrared thermography in crack detection. In 
DL-based segmentation models, U-Net [35] has been extensively used, particularly for 
pavement crack segmentation due to its simple architecture, high detection speed, and 
accuracy. The U-Net architecture was utilized for the first time by Cheng et al. [36] to 
segment road cracks, and it has since been proven effective in a variety of supervised 
crack segmentation methods [30, 36–39]. Despite its benefits, the method still has some 
major limitations that must be addressed, including the merging of incompatible fea-
tures from the encoder and decoder, vanishing, and exploding gradients, and others. The 
performance of the U-Net can be enhanced by incorporating a pre-trained image clas-
sification models [40–42] and residual blocks [43, 44] as the encoders. Liu el al., [42] 
proposed a UNet-based model by replacing its encoder with typical CNN models to 
have different computational and model complexity and also integrates visual explana-
tions to interpret the model. The deeper U-Net architectures based on residual encoders 
exhibit better pixel-wise crack detection performance than models having pre trained 
encoders [45]. The deep networks can resolve challenges such as the disappearance and 
exploding gradient by introducing the concept of residual connections [46]. In these 
networks the output of a layer is added to its input before being passed on to the next 



Page 3 of 27Ali et al. Journal of Big Data          (2024) 11:116  

layer, thus allowing gradients to flow more efficiently through the network and leading to 
improved training and performance. Yang et al., [47] proposed Residual U-Net architec-
ture in which the encoder uses residual structure to enhance feature learning capabilities 
of the traditional U-Net. Huyan [45] proposed ResCrack U-Net architecture consisting 
of seven residual units for Pixelwise asphalt concrete pavement crack detection. Simi-
larly, Yu et al., [48] also proposed RUC-Net, a novel approach to demonstrate the effec-
tiveness of Residual U-Net in crack detection tasks, and show that the architecture can 
effectively learn features and patterns in pavement images that are indicative of cracks. 
Additionally, Liu et al. [49] proposed a Multi-Scale Residual Encoding Network for con-
crete crack segmentation, integrating a residual structure and attention mechanism to 
improve feature extraction and crack detection accuracy [3]. These studies collectively 
highlight the effectiveness of residual-based U-Net models in advancing crack detection 
capabilities in infrastructure maintenance and safety. The performance of the U-Net can 
be enhanced by integrating attention strategy into the skip connections and blocks con-
taining convolutional and attention layers [38, 40, 50–56]. Zou et al. [57] proposed a new 
encoder-decoder model resembling Seg-Net structure, which outperforms basic U-Net 
and Seg-Net by fusing output feature maps from multiple scales. Similarly, the authors 
in Liu et al. [58] proposed an encoder-upscale method as an alternative to the traditional 
encoder-decoder structure by fusing upscaled multi-scale and multi-level feature maps. 
Skip connections in encoder-decoder networks combine shallow and deep features from 
the encoder and decoder respectively to improve accuracy in dense prediction tasks 
such as image segmentation. However, this feature fusion process may not always match 
effectively. The encoder-decoder network’s mismatch is a result of the difference in the 
features computed by the encoder (fine-grained and low-level) and decoder (high-level, 
coarse-grained, and semantic). This leads to the fusion of features that are semantically 
dissimilar and results in a blurred feature map, which in turn negatively impacts the out-
put segmentation map by under- and/or over-segmenting ROIs. By optimizing and rede-
signing skip connections in U-Net, the model improves its connection between feature 
maps from various layers, thereby improving its overall performance [59, 60]. Huang 
[60] and Zhang [61] uses dense skip connections to combine the features from both the 
encoder and decoder nodes, resulting in the learning of more extensive feature maps 
through deep supervision. Khaledyan et  al. [62] introduced a technique that employs 
sharpening filters to merge encoder and decoder features, enhancing the accuracy of 
breast ultrasound segmentation. Additionally, Sharp Dense U-Net, an improved U-Net 
architecture has been utilized for nucleus segmentation from histopathology images 
in various studies [63, 64]. Xie et al., [65] integrate a sharpening skip-connection layer 
with the Swin Transformer-based U-Net structure in a cascaded manner for unsuper-
vised EM image registration. Moreover, a novel network structure named UNet-sharp 
(UNet#) combines dense and full-scale skip connections to aggregate feature maps at 
different scales, improving segmentation accuracy for organs and lesions across vari-
ous modalities and dimensions [66]. Zhou et al. [67] presented a Wide U-Net architec-
ture named U-Net++ in which the number of filters are increased on both encoder and 
decoder ends. U-Net++ is a combination of U-Nets with different depths and decod-
ers connected through modified skip connections. Despite its effectiveness, it is com-
plicated and has extra blocks for certain tasks and requires more learnable parameters. 



Page 4 of 27Ali et al. Journal of Big Data          (2024) 11:116 

Zioulis et  al., [68] proposed hybrid skip connections that provides balanced exchange 
of information between low and high frequency features from the encoder and decoder 
maintaining the sharpness of edges while reducing the minimizing texture transfer arti-
facts. To address the aforementioned issues with the U-Net architecture and leverage 
the strengths of both Sharp and Residual U-Net, this paper proposes a Residual Sharp 
U-Net architecture, which combines the advantages of both Sharp and Residual U-Net 
models. The residual block helps enable a smoother flow of gradients through the net-
work, while the use of a sharpening kernel in the skip connection through depth-wise 
convolution helps to bridge the semantic gap between the encoder and decoder features. 
Using depth-wise convolutions and a sharpening filter, the network can emphasize fine 
details in the early-level features and improve feature fusion, ultimately leading to better 
representation learning and more accurate segmentation results. The proposed Residual 
Sharp U-Net architecture outperforms previous U-Net models in crack segmentation 
and severity assessment, according to the results of experiments conducted on two pub-
licly available datasets. The model achieved improved performance in various evaluation 
metrics including dice coefficient, Jaccard index, mIoU, precision, recall, and accuracy. 
The proposed approach has potential applications in automated pavement management 
systems for detecting cracks of varying types and severity. The main contribution of the 
article are as follows: 

1. We proposed a novel architecture named RS-Net that combines the strengths of 
Residual and Sharp U-Net architectures to improve feature representation in both 
the encoder and decoder blocks, reducing the semantic gap between them through 
the use of skip connections.

2. We compared the performance of the proposed RS-Net architecture with the tradi-
tional U-Net, Sharp U-Net, and Residual U-Net on two publicly available crack seg-
mentation datasets demonstrating that RS-Net consistently outperforms these mod-
els across all evaluation metrics, thus validating the effectiveness of our proposed 
approach.

3. We investigated the impact of various loss functions on the performance of RS-Net. 
The findings show that RS-Net with Binary Cross Entropy (BCE) Loss achieved 
higher accuracy, while RS-Net with Binary Focal Loss (BFL) excelled in Jaccard, 
mIoU, and Dice coefficient metrics, underscoring the importance of loss function 
selection in model performance.

4. For crack severity assessment, we utilized the crack segmentation mapping results 
from RS-Net in conjunction with morphological operations to categorize cracks into 
severity levels, such as severe, moderate, and hairline. This demonstrates the practi-
cal applicability of our approach in real-world scenarios.

The remaining of the article is organized as follows. Section System overview explain 
the overview of the proposed system. The experiments and results are discussed in 
section Experiments and results followed by discussion and conclusion in the fourth 
section. The last section is about the future directions.
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System overview
The proposed crack detection and assessment system consists of four distinct mod-
ules as depicted in Fig. 1. The first module is the datasets utilization, which involves 
using two publicly available crack segmentation datasets as input to the crack seg-
mentation models. The second module is the implementation of multiple segmen-
tation models, including U-Net, Residual U-Net, Sharp U-Net, and Residual Sharp 
U-Net followed by the post-processing module. The post-processing module is 
responsible for the preprocessing of the segmented data. Finally, the crack measure-
ment and severity assessment module quantifies important crack characteristics, such 
as length, width, and severity.

Datasets

The proposed work utilized two publicly available datasets D1 [69] and D2 [70]. 
These datasets are made by combination and refinement of a diverse range of existing 
crack segmentation datasets such as DeepCrack [58], CrackTree [71], Crack500 [72], 
CFD(Crack Forest Dataset) [73] and others. The datasets are standardized by ensuring 
consistency in the image resolution. The dataset D1 [69] consists of 11.29K images, 
each with a resolution of 440*440 while the dataset D2 [70] consists of 9.49K images 
having a resolution of 400*400 pixels. These images in the dataset have a diverse range 
of backgrounds, types of cracks, surfaces, and ground truth annotations, providing 
a rich and varied source of information for the training and evaluation of the crack 
detection and assessment system. A sample of the dataset’s images is shown in Fig. 2.

Fig. 1 Overview of the proposed system
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Segmentation models

The two publicly datasets are used to train various segmentation models i.e., U-Net, 
Sharp U-Net, Residual U-Net and the proposed Residual Sharp U-Net (RS-Net). Each 
model is explained in detail below.

U‑Net

U-Net is one of the most well-liked networks for crack segmentation tasks in the 
field of structural health monitoring [30, 74]. The main advantages are its ability to 
capture fine-grained details, handle varying input sizes, and high accuracy using a 
minimal amount of training data. The U-Net architecture consists of the encoder 
(compressed path) and decoder networks (extended path) as depicted in Fig.  3. 
Encoder is the adoptable and customizable part in which the number and size of lay-
ers are optimized to achieve optimal feature extraction performance. The encoder 
path consists of four blocks with two convolutional layers and one max-pooling 
layer each. The convolutional layer increases the number of channels and generates 

Fig. 2 Sample of the dataset’s images
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a group of feature maps that contain details regarding the existence and positioning 
of distinct features within the input image. The Max pooling layer downsizes feature 
maps by half and doubles their number in each coding block. The extended path has 
two convolutional layers and one deconvolutional layer in its decoding blocks. The 
convolutional layers in the decoding blocks shrinks the channels, and the deconvolu-
tional layer enlarges the feature map size, reducing the feature maps by half and dou-
bling the size for each encoding block. Skip connections retain important semantic 
information by fusing the low-level convolutional features of an encoding block with 
the input of its corresponding high-level convolutional features of the decoding 
block at the same level. This, in turn, enhances the precision of segmentation.

Residual U‑Net

Residual U-Net is an enhanced version of the U-Net architecture that integrates 
Residual Neural Networks and U-Net model strengths, resulting in better perfor-
mance in image segmentation tasks [75]. By integrating skip connections within the 
residual unit, information can be propagated without degradation, resulting in a 
simpler network training process and fewer training parameters required. Despite 
having fewer parameters, the Residual U-Net architecture can achieve comparable 
or even better performance on semantic segmentation tasks. The Residual U-Net 
architecture is like the conventional U-Net architecture, consisting of an encoding 
path, a decoding path, and a bridge path constructed using residual units as shown 
in Fig.  4. The residual unit is incorporated into each of these paths. Each residual 
unit in the Residual U-Net architecture is composed of an identity mapping, and two 
convolution blocks with a size of 3 × 3, each with BN, ReLU, and convolutional lay-
ers. The identity mapping connects the input and output of the unit.

Fig. 3 U-Net architecture
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Sharp U‑Net

The Sharp U-Net is a newly proposed architecture by Zunair et al. [76], which is tai-
lored for biomedical image segmentation. The architecture utilizes a depth-wise con-
volution operation with a sharpening spatial kernel on the encoder features before 
they are combined with the decoder features as shown in Fig.  5. This is done to 

Fig. 4 Residual U-Net architecture

Fig. 5 Sharp U-Net architecture
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minimize any potential mismatch between the encoder and decoder subnetworks, 
thereby improving the accuracy of the segmentation process.

The Sharp block is a part of the Sharp U-Net framework, which applies a sharpen-
ing spatial kernel to each channel of the encoder features before fusing them with the 
decoder features. This involves using M filters to convolve each input channel separately 
with the kernel K, yielding a feature map of size W ×H × 1 . By applying the filter to 
each channel of the encoder features, the Sharp block not only enhances the fusion of 
semantically similar features but also reduces high-frequency noise during early train-
ing stage. The feature fusion process involves padding the encoder features to match the 
dimensions of the decoder features. The padded encoder and decoder features are then 
combined and passed through a depth wise convolution layer to generate the final out-
put, which is a 3D tensor with dimensions W ×H ×M . Where W,H, and M represents 
the width, height, and number of encoder feature maps. Figure 6 illustrates the sequence 
of operations involved in the sharp block.

Residual Sharp U‑Net (RS‑Net)

The Residual Sharp U-Net (RS-Net) architecture proposed in this work is a novel modi-
fication of the original U-Net as depicted in Fig. 7.

The RS-Net architecture incorporates skip connections with sharp blocks to allow the 
network to capture both low-level and high-level features. The sharp block output can 
be mathematically represented in Eq. 1:

where XL is the input feature map for the Lth residual block, YL is the output feature 
map after sharpening, and K is the Laplacian filter kernel. After applying the Laplacian 
filter kernel K to each input channel separately, the resulting feature maps are stacked 
together to obtain the final output feature map Yof size W ×H ×M.The Laplace opera-
tor is highly sensitive to intensity variations, making it adept at highlighting edges and 
fine details in images. By emphasizing high-frequency components, the Laplace opera-
tor enhances texture information within the encoder features, which is essential for the 
accurate identification and delineation of cracks in pavement images. The use of M filters 
in each sharp block allows the network to learn a richer set of features and capture more 

(1)YL = LaplaceConv(XL,K )

Fig. 6 Sequence of operations involved in the sharp block
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complex patterns in the input data. Moreover, in the RS-Net architecture, the residual 
blocks help to preserve important features and gradients and can be represented by 
Eq. 2.

Where ZL , BN, and YL represent the output feature map of the Lth residual block, batch 
normalization, and the sharpened output map respectively. The output of the last resid-
ual block in the RS-Net architecture can be represented in Eq. 3 as.

The term ZN in Eq.  3 represents the last residual block output while K ′ is the Lapla-
cian filter kernel of the final sharp block. The final output feature map after concatena-
tion with the decoder features are then passed through a softmax activation function to 
obtain the probability map for semantic segmentation. In the proposed work, the per-
formance of the models is compared under different loss function to determine which 
loss function works better for crack segmentation task based on the datasets used in the 
proposed work.

Post processing operations

After performing the crack segmentation, post processing operation are employed to 
analyze the crack regions. The post processing operations includes skeletonization and 
crack measurement operations.

(2)ZL = ReLU(BN (ZL−1 + YL))

(3)Y = LaplaceConv(ZN + K
′

)

Fig. 7 Residual Sharp U-Net architecture
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Crack skeletonization, measurement and severity assessment

Crack skeletonization simplifies the analysis and interpretation of crack patterns and 
provides a useful reference for structural health monitoring and maintenance. This is 
done by representing the topology of cracks using a single pixel i.e., crack skeletoniza-
tion. By regularly comparing the crack skeleton to new data, changes in the structure’s 
condition can be identified over time, enabling better decisions about repairs and main-
tenance to be made to prolong the structure’s lifespan and prevent further damage. In 
the proposed work, crack skeletonization is performed using medial axis algorithm [77, 
78]. It is possible to calculate the length of cracks when they are converted into a single-
pixel-wide representation through the process of skeletonization as depicted in Eq. 4.

In the above equation, the parameters geometric calibration index (f(a,  b)), a meas-
ure used to calibrate the displacements of pixels in crack image and the finite length of 
the skeleton elements (dl) are used to calculate the length of the cracks in skeletonized 
images. The proposed method assumes that the input images have no geometric distor-
tion. In such cases, the calculation can be simplified by directly counting the pixels of 
the skeletons to obtain the length of the cracks without any geometric calibration adjust-
ments. However, the calculation of crack average crack width involves the geometric cal-
ibration index, the finite area of the crack elements, and the length of the cracks as show 
in Eq. 5.

The term Cracklength and dS represent the length of the cracks and the finite area of ele-
ments of cracks. Based on the crack width, the cracks are classified into large, medium, 
and hairline cracks. The cracks are classified as either “needs to be repaired”, “medium 
crack”, or “hairline crack” based on their widths. Cracks with widths greater than 10 pix-
els are classified as “need to be repaired”, cracks with widths between 5 and 10 pixels are 
classified as “medium crack”, and cracks with widths between 0 and 5 pixels are classified 
as “hairline crack”.

Experiments and results
The following section provides a comprehensive overview of the experimental method-
ology employed to investigate the proposed approach, as well as a detailed analysis of the 
results obtained.

Experimental setup

In the proposed work, the models are trained using an NVIDIA DGX-1 system, which 
is a high-performance computing platform that is designed specifically for deep 
learning research. The system is equipped with dual 20-core Intel XEON E5-2698 v4 
2.2 GHz CPUs, 8 Tesla V100 GPUs, 256 GB GPU memory and 40,960 NVIDIA CUDA 
cores, making it one of the most powerful systems. PyTorch library is used along with 
Windows 10 and Python 3.8. The models are trained with a batch size of 5, a learning 

(4)Cracklength =

∫

c
f (a, b) dl ∼=

∑
f (a, b) dl

(5)CrackAverage−width =

∫
s f

2(a, b) dS

Cracklength
∼=

∑
f 2(a, b) dS∑
f (a, b) dl
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rate of 0.001, and the Adam optimizer. The performance of the models is evaluated 
using various evaluation metrics such as Accuracy, Loss, Jaccard, Precision, Recall, 
mIoU and Dice coef. These metrics are discussed in detail in the next section.

Evaluation metrics

In the crack segmentation task, accuracy compares the proportion of correctly identi-
fied pixels (cracks and non-cracks) in the segmentation output to the ground truth as 
depicted in Eq. 6.

where TP , TN , FP , and FN represent the true positive, true negative, false positive, and 
false negative, respectively. Recall refers to the proportion of correctly identified cracks 
to all the actual crack (correctly identified) and missed actual cracks (actual crack pixels 
that are missed by the segmentation algorithm) as shown in Eq. 7.

Precision is the proportion of correctly identified cracks to actual cracks (correctly iden-
tified) and false cracks (non-crack pixels that are incorrectly identified as cracks) and can 
be mathematically represented as (Eq. 8).

By dividing the intersection of the two segmentation masks by their union, as shown in 
Eq. 9, the Jaccard Index or Intersection over Union (IoU) metric determines how com-
parable the predicted and ground truth segmentation masks are.

The JaccardIndex(IoU) average for all images in the dataset is determined by using the 
mIoU(meanIntersectionoverUnion) measure as depicted in Eq. 10.

where n represent the types of cracks in the images. The dice coefficient is the overlap 
between predicted and ground truth segmentation while loss represents the difference 
between the two masks and can be mathematically represented as (Eq. 12).

In the proposed work two various loss functions named binary cross entropy and binary 
focal loss has been used and is formulated in Eqs. 9 and 10 as.

(6)Accuracy =
TP + TN

TP + FN + TN + FP

(7)Recall =
TP

TP + FN

(8)Precision =
TP

TP + FP

(9)IoU(JaccardIndex) =
TP

TP + FP + FN

(10)mIoU =
IoU1 + IoU2 + IoU3 + · · · + IoUn

n

(11)dice =
2× precision× Recall

Precision× Recall
=

2× Tp

2× TP × FP × FN
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where GT, PM, and represent the ground truth mask, the predicted mask, and the num-
ber of pixels in the image. α is a balancing parameter that controls the contribution of 
the easy and hard examples to the loss, and β is a focusing parameter and is used to 
adjust the weight given to each pixel based on its difficulty level. Each metric serves a 
specific purpose in quantifying different aspects of model performance. Accuracy meas-
ures the proportion of correctly classified pixels, providing an overall view of model per-
formance. Precision and Recall evaluate the model’s ability to correctly detect positive 
instances (crack pixels) and avoid false negatives, respectively. The Jaccard Index (Inter-
section over Union) and Dice Coefficient assess the spatial overlap between predicted 
and ground truth masks, offering insights into segmentation accuracy and boundary 
alignment. Mean Intersection over Union (mIoU) provides a holistic measure by con-
sidering both the overlap and total area covered by predicted and ground truth masks, 
essential for comparing segmentation models objectively and guiding their optimiza-
tion for accurate crack detection in civil infrastructure. To further contextualize this, we 
have referenced various works that employ accuracy, precision, and recall metrics. These 
studies illustrate the use of these metrics in similar contexts, supporting the evaluation 
of our network’s performance [79, 80].

Quantitative results of the crack segmentation models

In the proposed work, all the segmentation models are evaluated on two publicly availa-
ble datasets, D1 [69] and D2 [70], which consist of 11.29K images and 9.49K images with 
resolutions of 440 × 440 and 400 × 400, respectively. The details of the datasets, includ-
ing their sources and the number of images, are summarized in Table 1. The data split is 
as follows: 20% of the data is reserved for testing, and the remaining 80% is split into 80% 
for training and 20% for validation. This ensures that the model is tested on data samples 
that were not used in the training and validation phases, providing a robust evaluation of 
its performance.

The number of parameters and training time of each model is shown in Table 2. The 
U-Net and sharp U-Net model consists of 7.76 million parameters and the training time 
for both models is around 100–104 min. On the other hand, the Residual U-Net and the 
proposed RS-Net architecture have fewer parameters i.e., 4.73 million while the train-
ing time is 170 min. The increase in the training time is due to an increase in the num-
ber of layers in the residual block of the model. The models used in the proposed work 
are trained using Binary Cross Entropy (BCE) and Binary Focal Loss (BFL) to evaluate 
their performance on various loss functions. The result of the models using dataset D1 is 
shown in Table 3.

All the models achieved promising accuracy (> 0.97) indicating that they can per-
form crack segmentation task effectively. The U-Net model achieved relatively good 
accuracy (> 0.97), precision (> 0.72) and recall (> 61%) however, the Jaccard, mIoU 

(12)BinaryEntropyLoss =
−1×

∑
(GT × log(PM)+ (1− GT )× log(1− PM))

N

BinaryFocalLoss =− 1×
∑

(GT × log(1− PM)β × GT × log(PM)

+ (1− α)× (PMβ
× (1− GT )× log(1− PM)/N
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and dice coefficient values are lower which indicates the limited ability of the model 
to capture the shape and details of the crack in the segmentation task. When com-
pared to the U-Net model, the Sharp U-Net model has higher Jaccard, mIoU, and 
Dice coefficient values, indicating better performance in capturing the shape and 

Table 1 Details of Dataset D1 and D2 used in the proposed work

Dataset name D1 No of images D2 No of images

CFD [73] � 117 � 118

Crack500 [72] � 3369 � 3126

DeepCrack [81] � 521 � 443

Eugen Muller [72] � 55  –  –

Masonry [82] – – � 240

Ceramic [83] – – � 100

SDNET2018 [84] – – � 1411

Rissbilder [72] � 3822 � 2736

Sylvie-Chambon [85] � 185 – –

GAPS384 [86] � 383 � 383

CrackTree200 [86] � 206 � 175

Forest [87] � 118 – –

Volker dataset [88] � 990 � 427

Non-Crack [72] � 1411 - –

Total Images 11,176 9159

Table 2 Models parameters and training time

Model Number of parameters Training time

U-NET 7.76 1:40

Sharp U-NET 7.76 1:44

Residual U-NET 4.73 2:51

Residual Sharp U-NET 4.73 2:50

Table 3 Results of the models on Dataset D1 (11.2K images)

Bold values represents the highest values of the evaluation metrics

BCE: Binary Cross Entropy; BFL: Binary Focal Loss; Acc: Accuracy

Loss function Accuracy Loss Jaccard Precision Recall mIoU Dice coefficient

U-Net

 BCE 0.9785 0.0645 0.4158 0.7206 0.6141 0.4938 0.5855

 BFL 0.9785 0.0181 0.2184 0.7203 0.6128 0.4928 0.3572

Sharp U-Net

 BCE 0.9807 0.0638 0.4499 0.7682 0.6300 0.5195 0.6148

 BFL 0.9789 0.0208 0.2305 0.7362 0.6025 0.4885 0.3698

Residual U-Net

 BCE 0.9808 0.0728 0.4494 0.7859 0.6087 0.5129 0.6137

 BFL 0.9810 0.0208 0.2977 0.7879 0.6123 0.5152 0.4537

RS-Net

 BCE 0.9892 0.0644 0.4681 0.7883 0.6486 0.5409 0.6331
 BFL 0.9842 0.0161 0.2910 0.7899 0.6380 0.5404 0.4657
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features of the fractures. It also has a greater precision and recall (> 0.63), meaning 
that it can detect more crack pixels properly. However, the performance improve-
ment is minimum when compared to the U-Net model. The Residual U-Net model 
has higher accuracy and precision (> 0.78) than the other models, but lower recall and 
Jaccard coefficient. This implies that the model can properly identify cracks but may 
overlook some crack locations.

The RS-Net model achieved the highest values for most of the evaluation met-
rics, including jaccard (0.468), mIoU (0.540), dice coefficient (0.633), and accuracy 
(>98.4%). This indicates that it can accurately segment the cracks, capturing their 
shape and details effectively. The model also has good precision and recall (>0.63), 
indicating its ability to correctly identify crack pixels. While the quantitative results 
show that the RS-Net model trained using binary cross entropy loss function achieves 
the highest accuracy, Jaccard index, precision, recall, mIoU, and Dice coefficient for 
crack segmentation, these results are further validated by the superior segmentation 
results observed in visual inspection of the model’s output below. The training and 
validation accuracy and loss curves of the RS-Net model are depicted in Fig. 8, which 
demonstrate less divergence between the two curves, indicating that the model is not 
subjected to overfitting.

The results achieved by the models employed in the proposed research, when tested 
on dataset 2, have been collated in Table 4. Using the BCE loss function, the U-Net 
model achieved a high accuracy of 0.9824 and a low loss of 0.0545. The model also 
performed well in terms of jaccard and mIoU, although with a lower dice coefficient 
when compared to other models. BFL loss obtained a very low loss of 0.0171 but at 
the expense of large reductions in jaccard, precision, recall, and dice coefficient. The 
Sharp U-Net model has reduced jaccard, precision, recall, mIoU, and dice coefficient 
values using BCE loss function while maintaining comparable accuracy and loss. The 
model achieved a very low loss of 0.0168 with decent jaccard, precision, recall, and 
mIoU values using BF loss function, but the model’s dice coefficient was relatively 
lower compared to other models. It is worth mentioning that the performance differ-
ence between the U-Net and Sharp U-Net is very small. The Residual U-Net model 
performed better than the U-Net and Sharp U-Net models in terms of all evaluation 
metrics for both loss functions, i.e., BCE and BFL.

Fig. 8 Training and validation accuracy and loss curves of the RS-Net model
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The Residual U-Net has a higher accuracy of 0.9849, jaccard of 0.4749, mIoU of 0.5355, 
and dice coefficient of 0.6363, indicating better overall segmentation performance. 
Furthermore, Residual U-Net has greater precision (0.7858) and recall (0.6516) values, 
showing that it can catch both foreground (crack) and background (non-crack) regions 
in the images more effectively during the crack segmentation. RSNet achieved the high-
est accuracy score of 0.9853 for BCE loss and 0.9850 for BFL loss. It also achieved the 
highest Jaccard score of 0.4995, Precision of 0.7980, Recall of 0.6695, mIoU of 0.5459, 
and Dice Coefficient of 0.6518 for BCE loss function, indicating better segmentation 
performance compared to the other models. While the numerical improvements in 
accuracy or mIoU metrics over comparable models may appear modest, our emphasis 
extends beyond mere metric superiority. The RS-Net architecture incorporates novel 
features like residual connections and sharp blocks, specifically tailored to enhance 
crack segmentation efficacy in civil infrastructure. The finding of datasets D1 and D2 
shows that the performance of all the models is largely similar however, the overall per-
formance of D1 is better than D2 which may be owing to the increased number of sam-
ples in the D1. The fact that RS-Net outperformed the other models across all evaluation 
criteria shows RS-Net model can capture both high-level and low-level features and pre-
serve the spatial details, resulting in improved segmentation performance.

Qualitative results of the crack segmentation models

Qualitative analysis was performed on four segmentation models using test data that 
was not utilized during the training and validation phase. Sample images of the RS-Net 
model on dataset D1 are shown in Figs. 9 and 10, with yellow and red boxes representing 
False positives and False negatives, respectively.

The U-Net model showed many false positives and false negatives, leading to over-
segmentation and under-segmentation. It can also be seen from Figs.  9 and 10 that 
the incorporation of the sharp block into the U-Net architecture reduced the number 
of FPs and FNs, resulting in fewer over-segmented regions when using the BCE loss 

Table 4 Results of the models on Dataset D2 (9K images)

Bold values  indicate the highest values of the evaluation metrics

BCE: Binary Cross Entropy; BFL: Binary Focal Loss; Acc: Accuracy

Loss function Accuracy Loss Jaccard Precision Recall mIoU Dice coefficient

U-Net

 BCE 0.9824 0.0545 0.4300 0.7246 0.6290 0.5031 0.5992

 BFL 0.9786 0.0171 0.0987 0.7300 0.4092 0.3489 0.1789

Sharp U-Net

 BCE 0.9821 0.0523 0.3858 0.7301 0.6019 0.4792 0.5500

 BFL 0.9844 0.0168 0.2522 0.7628 0.6636 0.5311 0.3946

Residual U-Net

 BCE 0.9849 0.0574 0.4749 0.7858 0.6516 0.5355 0.6363

 BFL 0.9849 0.0162 0.2964 0.7903 0.6456 0.5321 0.4498

RS-Net

 BCE 0.9853 0.0471 0.4995 0.7980 0.6695 0.5459 0.6518
 BFL 0.9850 0.0184 0.3401 0.7837 0.6603 0.5414 0.5000
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function. The Residual U-Net model addressed the problem of FPs, but still exhibited 
some FNs, as it failed to predict some of the crack regions. In contrast, the RS-Net 
model outperformed the other models in terms of both FP and FN regions, indicating 
its ability to capture fine crack features. However, further improvement is still needed 
to mitigate the small number of FNs that lead to under-segmentation of the predicted 
map.Fig. 11 shows the qualitative analysis of the results of the models on 9K datasets. 
The results show that the U-Net model continued to exhibit significant false positives 
and false negatives, resulting in over-segmentation and under-segmentation, respec-
tively. Sharp U-Net, Residual U-Net, and RS-Net, among others, demonstrated var-
ied degrees of success in reducing these concerns. The results from the 9K dataset 
corroborated the findings from the 11.2K dataset. Overall, the experimental results 

Fig. 9 Representation of the crack segmentation results of all models (11.2K dataset)
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demonstrate that the RS-Net model trained on the 11.2K dataset has a strong capabil-
ity for crack segmentation

Crack severity assessment of the RS‑Net Model

The severity assessment of the cracks is performed on the segmentation maps 
obtained as a result from the RS-Net architecture using various morphological 
operations such as crack max-width, length, and mean width could be calculated as 
depicted in Fig. 12. These morphological features help the authorities in the assess-
ment of the existing civil structures. The experimental result images are shown from 
top to bottom: original image, predicted image, crack segmentation image, crack skel-
eton image, and cracked surface image with severity labels. With lighter colors denot-
ing bigger cracks, the medial-axis approach [77, 78] yields the crack skeleton, which is 

Fig. 10 Representation of the crack segmentation results of all models (11.2K dataset)
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then displayed in various colors. The images in the fourth row of Fig. 12 appropriately 
represented the skeleton images of the original images in the first row.

The crack length is overestimated in the last row of the first 2 images, which might 
be owing to the use of morphological operations, notably opening and closure oper-
ations, to fill the holes and eliminate the single-pixel cracks. These techniques can 
occasionally fill in pixels that are not part of the crack or eliminate pixels that are part 
of the crack, increasing the number of predicted crack pixels. In the proposed work, 
the crack pixels were further classified as severe, moderate, or hairline based on their 
width, a hairline crack is defined as one with a width between 1 and 5 pixels, whereas 
a medium crack has a width larger than 5 but less than 10 pixels. Severe cracks are 
defined as those with a width of more than 10 pixels. The severity of the crack and 
the width of the pixels is used to categorize them. The 5th row of Fig. 12 depicts this 
classification.

Fig. 11 Representation of the crack segmentation results of all models (9K dataset)
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Fig. 12 Representation of the original image, predicted image, crack segmentation image, crack skeleton 
image, and cracked surface image with severity labels (11K)

Table 5 Comparison of the proposed RS-Net with SOTA algorithms

Model Accuracy Loss Jaccard Precision Recall mIoU Dice coefficient

U-Net [89] 0.943-0.970 0.05-0.15 NA NA NA NA NA

VGG-UNet [90] 0.9706 0.4364 NA NA NA 0.7035 NA

DeepLabV3+ [91] 0.5950 NA NA 0.6870 0.8150 NA NA

DeepLabV3 [91] 0.5950 NA NA 0.6870 0.8150 NA NA

DA-Net [91] 0.7570 NA NA 0.8740 0.8490 NA NA

RS-Net 0.9892 0.0644 0.4681 0.7883 0.6486 0.5409 0.6331
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Comparison with State‑of‑the‑art algorithms

In the proposed work, a comparative analysis with state-of-the-art algorithms (SOTA) 
trained on D2 (11.2K) dataset to assess the performance of the RS-Net algorithm. The 
dataset D1 has been relatively underutilized in the literature, limiting the ability to con-
duct a comprehensive comparison with state-of-the-art (SOTA) methods. The compari-
son table of the algorithms using D2 is depicted in Table 5.

It is evident from the table that a majority of studies utilizing the same dataset have 
not consistently reported all evaluation metrics. This inconsistency in reporting metrics 
across studies poses challenges in conducting a comprehensive and fair comparison of 
algorithms. Nonetheless, the comparison results show that the proposed RS-Net algo-
rithm has higher accuracy (0.989) and lower loss (0.064) than the other algorithms, mak-
ing it a promising approach for crack detection. However, it has lower precision, recall, 
and mIoU compared to some of the other algorithms. The high Dice coefficient indicates 
that the RS-Net algorithm can produce more accurate segmentation masks. Overall, the 
RS-Net algorithm shows great potential for crack detection in civil infrastructure, but 
further improvements are needed in some areas.

Pixels to physical length conversion

Previous research has investigated how to convert crack dimensions from pixel units to 
engineering units across different camera orientations. A significant challenge in-camera 
image-processing systems for measuring crack width is accurately determining the con-
version factor [92, 93]. In the proposed work, pixel-to-physical length conversion is per-
formed by capturing images at two specific distances, 16 cm and 40 cm from the ground 
surface. Notably, the high-resolution images at 16 cm (8192 × 6144 pixels) are specified 
for accurate analysis. The conversion factors presented in Table  6 define the relation-
ships between pixels and millimeters. For the 16 cm distance, 1 pixel is approximately 
equivalent to 0.0268 mm in width and 0.0292 mm in height.

At the 40 cm distance, 1 pixel corresponds to about 0.0732 mm in width and 0.0716 
mm in height. These values are essential for translating digital measurements into real-
world values, ensuring that assessments of civil engineering structures are conducted 
with precision and real-world relevance, ultimately facilitating more accurate infrastruc-
ture maintenance. A comparison of the calculated crack width, obtained through pixel-
to-physical length conversion, with the actual crack width in a test image as depicted in 
Fig. 13. The linear crack’s maximum width was calculated, and after applying the con-
version factor, the physical width of the crack was determined to be 12.21 mm. When 
manually measuring the crack on a scale, the actual crack width was approximately 

Table 6 Pixel-to-physical length conversion factors for different distances and dimensions

Distance (mm) Image resolution Dimension Conversion 
factor (mm)

16 8192 × 6144 Width 0.0268

42 8192 × 6144 Width 0.0732

16 8192 × 6144 Height 0.0292

42 8192 × 6144 Height 0.0716



Page 22 of 27Ali et al. Journal of Big Data          (2024) 11:116 

12 mm. The absolute error between the calculated and actual widths is approximately 
0.21 mm. To ensure a fair comparison, a conservative approach considers this error as 
1 mm, reflecting the practical nature of civil engineering assessments.

Discussion
The study presents a novel crack architecture i.e., RS-Net for crack segmentation in civil 
infrastructure. The proposed architecture is trained on two publicly available dataset D1 
and D2 consisting of 11.2 and 9K images. The proposed architecture is compared with 
U-Net, Residual U-Net and Sharp U-Net based on various loss functions and several 
metrics such as accuracy, loss, Jaccard, precision, recall, mIoU, and Dice coefficient. The 
experimental results showed that all four models achieved promising accuracy (> 0.97), 
which is a good indication that the models can effectively perform the crack segmen-
tation task however, RS-Net consistently outperformed the other models in both loss 
functions, BCE and BFL. The results also indicate that increasing the number of samples 
in the training set without sufficient variation among the data samples does not enhance 
the performance of the models, as observed in the comparison between datasets D1 and 
D2. However, despite the differences in dataset sizes, both datasets showed the Residual 
U-Net and RS-Net models to be effective for crack segmentation. Moreover, the results 
in Table  3 and 4 indicates that the Sharp U-Net and RS-Net models achieved better 
performance when trained using the BCE loss function. The utilization of the BCE loss 
function demonstrated the RS-Net model’s ability to optimize its parameters effectively 
for achieving accurate segmentation outcomes. This is evident from the mIoU values of 
0.5404 and 0.5459 achieved by the model on Dataset D2 and D1, respectively.

On dataset D1, the U-Net model shows promising accuracy of (0.978), precision 
(0.7206), and recall (0.6141). However, the values for Jaccard (0.415), mIoU (0.493), and 
Dice coefficient (0.585) were lower, suggesting that the model’s capability to accurately 
capture the intricate shapes and details of the cracks in the segmentation task was lim-
ited. On the other hand, the Sharp U-Net model performed better in capturing the shape 

Fig. 13 Crack width and severity estimation for linear cracking
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and features of the cracks, as it had higher values for Jaccard (0.449), mIoU (0.519), and 
Dice coefficient (0.614). The comparison between U-Net and Sharp U-Net showed that 
the latter performed slightly better in terms of Jaccard and Dice coefficient metrics 
which is due to the integration of the sharp blocks in the skip connection of the U-Net 
model. Residual U-Net also showed promising performance, especially in terms of mIoU 
(0.5129) and Dice coefficient (0.6137) metrics, indicating that the use of residual con-
nections can also improve help the model to capture more contextual information and 
produce better segmentation results. The RS U-Net combines the benefits of both sharp 
and residual U-Net and outperforms the other model and achieved the highest values 
for most of the evaluation metrics i.e., Jaccard (0.468), mIoU(0.540) and Dice coefficient 
(0.633).

Similarly, on dataset D2, the RS-Net architecture surpass the other models in term 
of accuracy (0.958), loss (0.0471), Jaccard (0.499), precision (0.798), recall (0.669), 
mIoU (0.545) and Dice Coefficient (0.652). Additionally, the Residual U-Net and RS-
Net models had fewer parameters than the other models and took longer to train, but 
their performance was comparable to the U-Net and Sharp U-Net models. This suggests 
that using residual blocks in the models could be an effective way to reduce the num-
ber of parameters while maintaining good performance. Overall, the study highlights 
that incorporating advanced techniques such as residual connections and sharp blocks 
to the U-Net can lead to better segmentation results, and further research can explore 
other techniques for enhancing the U-Net architecture by integrating various loss func-
tions and modules. Moreover, it is also clear from the qualitative results that the RS-
Net architecture can be integrated with various morphological operations for assessing 
the severity of cracks using segmentation maps. The crack pixels based on their width 
can be used to categorize the cracks in the structure into severe, moderate, or hairline 
crack labels which are then used to assess the existing civil structures. However, more 
improvement is needed to eliminate the overestimation of crack length in the morpho-
logical operations.

Conclusion
From the above discussion, it can be concluded that RS-Net architecture proves effective 
for crack segmentation in civil structures by incorporating advanced techniques such 
as residual connections and sharp blocks within the U-Net framework. RS-Net with 
BCE shows superior accuracy on both datasets, highlighting its robust performance. 
It can also be concluded that the integration of RS-Net with morphological operations 
enhances the assessment of crack severity in civil infrastructures. This study provides 
valuable insights into developing precise and efficient crack segmentation models for 
civil infrastructure. However, limitations include the need for dataset expansion with 
greater sample variation to further enhance model accuracy, and the elimination of over-
estimations in crack length during morphological operations.

Future work
In future work, we aim to enhance the performance of the RS-Net architecture by 
incorporating a larger and more diverse dataset while also focusing on improving its 
generalizability to address longer crack lengths caused by discontinuities in the crack 
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pixels. Additionally we will explore additional loss functions to further refine our 
model’s performance across various segmentation challenges.
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