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Abstract 

Aspect level sentiment analysis is a basic task to determine the sentiment bias based 
on the contextual information near the aspect words. Some sentences contain many 
confusing feature words due to incomplete structure or high complexity in senti-
ment prediction, which can easily lead to the problem that the model pays too much 
attention to unimportant features. Furthermore, the role of aspect-related sentiment 
features is not significant in the feature extraction process. The capsule network, 
due to its complex network structure, leads to capsule detachment when too much 
information is found in the dataset. Too much computational resources are easily 
consumed during dynamic routing, which in turn affects the model’s judgement 
of the polarity of aspect-related sentiment. To address these issues, we propose a cap-
sule network (AGCDFF-Caps) with aspect-gated convolution and Dual-Feature Filtering 
layers for aspect-level sentiment analysis. A pre-trained BERT model is used to generate 
a serialised representation of the text, and the semantic representation in the contex-
tual text is enhanced by the self-attention mechanism and bi-GRU. An aspect-gating 
based convolutional neural network is constructed to selectively extract contextual 
sentiment information about aspects and discard irrelevant information. A capsule net-
work is then used to learn the multispatial semantic features of the aspect and the text. 
In particular, we incorporate a Dual-Feature Filtering network structure into the cap-
sule network structure to strengthen the interaction between the particular aspect 
and the context from global and local perspectives, filtering the redundant information 
in local semantics and global semantics. The opinion feature representations that can 
more accurately express the emotional tendency of the aspect are obtained. Experi-
mental results on SemEval2014 and Twitter datasets show that the proposed hybrid 
network structure has superior classification performance compared to 12 advanced 
baseline methods.

Keywords:  Aspect-level sentiment analysis, Feature filtering, Aspect gating, Capsule 
networks

Introduction
With the development of the Internet, the amount of data generated by users on online 
e-commerce platforms or online social media is increasing daily. Accordingly, mining 
relevant opinion information from texts with subjectivity has become important. For 
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example, mining users’ opinions about goods from reviews on e-commerce platforms 
can help improve goods and services. Sentiment analysis refers to the process of analys-
ing, processing and judging subjective text using text mining and NLP-related technolo-
gies. The traditional task of sentiment analysis can only judge the sentiment tendency of 
the whole sentence, whereas the task of Aspect-Based Sentiment Analysis (ABSA) [1], 
which is able to capture fine-grained sentiment tendencies, can better help merchants 
to accurately grasp the problems that exist. For example, the sentence ‘Great noodles 
but the service is dreadful’ has two aspect words, namely, the sentiment of the noodles is 
positive whereas the service is negative.

ABSA includes two main tasks: aspect extraction and aspect sentiment classification 
(ASC). We focus on the ASC task.

For the ASC task, most early feature-extraction methods rely on manual and tradi-
tional models [2, 3]. With advances in computing, deep-learning models also play good 
roles in NLP tasks [4, 5].

Most existing methods improve the learning performance of sentiment categorisation 
by constructing effective neural network structures to automatically acquire the feature 
information of target aspects and texts and obtain aspect-related vector representations 
[6–9]. Convolutional neural networks (CNNs) have excellent local feature-extraction 
capability and are unaffected by long-range dependency [10]. Thus, they are extensively 
used in ASC tasks [11–13]. Kuppusamy et  al.   [14] learned advanced text features by 
combining CNN and LSTM in a tandem manner to reduce the loss of key information. 
To enable CNN output vectors to aggregate more effective features, Xue et al. [15] devel-
oped a novel Tanh-ReLu unit gating mechanism for the selective output of sentiment 
features. Fan et  al. [16] explicitly modelled word information in sentences and stored 
contextual information in a convolutional window to produce memory effects. Phan 
et al. [17] used an attentional CNN embedded with location information for aspect sen-
timent analysis. Lin et al. [18] used a hybrid multiple-embedding approach for aspect-
level sentiment analysis on a CNN architecture.

In 2011, Hinton et al. [19] introduced capsule structures comprising multiple neurons 
to solve the problem of limited CNN representation, where each capsule structure rep-
resents a different attribute of the same entity. In 2017, Sabour et al. [20] proposed cap-
sule networks, which differ from traditional CNNs in that the neurons in the capsule 
network are a whole and various important information are contained about the state 
of the feature information, such as position, angle, and orientation in the image. Con-
versely, traditional CNNs are insensitive to such information. Capsule networks have 
also achieved good results in text modelling [21, 22]. Zhao et al. [23] first applied cap-
sule networks to a text-categorisation task. They demonstrated that capsule networks 
can enhance the spatial features of text while maintaining the flexibility of the textual 
representation. Geng et  al. [24] proposed to solve the small sample text-classification 
problem with dynamic memory induction networks. The outcome is increased flexibil-
ity of small sample learning by using dynamic routing to better adapt to the text set. 
In the field of relational extraction, Zhang et  al. [25] added entity and word-attention 
mechanisms to the dynamic routing of capsule networks to focus on discrete features. 
She et al. [26] proposed an interactive multi-head self-attention capsule network model 
(IMHSACap) to optimise the routing algorithm and activation function of the capsule 
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network. As opposed to focusing on optimizing the internal mechanisms of capsule 
networks to improve their overall performance, Wu et  al. [27] focused on how to use 
capsule networks to better represent textual features. They reconstructed the character-
level text features by using a capsule vector-based representation, which can more accu-
rately reflect the hierarchical structure and spatial dependency among characters. Qian 
et  al. [21] designed an interactive capsule network for the implicit sentiment analysis 
of text for the specific implicit sentiment expression task. Capsule networks are able to 
learn hierarchical features and semantic relationships in text more effectively through 
their unique capsule-layer structure. Its routing mechanism allows the network to 
dynamically adjust the connection weights between different capsules according to the 
characteristics of the input data. This mechanism allows the network to adaptively learn 
the spatial relationships among different features, thereby improving the accuracy and 
robustness of sentiment classification.

Despite the positive experimental results of early research in text feature extraction, 
some problems remain. On the one hand, CNN constructs a convolutional feature 
extractor to extract local features from the window, which tends to make the features 
redundant and inefficient in the fully connected layer. CNN also has a poor understand-
ing of text. For example, in the ironic sentence ‘His cartoons have sarcastic humour, but 
I like them’, CNN incorrectly predicts that this sentence is a positive emotion owing to 
the proximity of the aspect word ‘cartoon’ to the opinion word ‘sarcastic’. On the other 
hand, capsule networks achieve good results in image recognition and text modelling, 
but when the capsule network attempts to transmit the underlying information to higher 
level capsules, it may ‘lose’ or ‘confuse’ some important emotional details, especially 
when multiple entities or targets are involved. The emotional polarity of different entities 
or targets may overlap, leading to confusion in the transmission process. This can lead to 
confusion in the transmission of information. In dynamic routing, consuming too many 
computing resources is easy. In turn, the model’s judgment of the polarity of aspect emo-
tions is affected. Therefore, the present study proposes a new network model, AGCDFF-
Caps, that fuses aspect gated convolution with a Dual-Feature Filtering (DFF) layer to 
incorporate aspect gating into the CNN before entering the primary capsule. Further-
more, to improve the effectiveness of the transfer from the junior into the senior capsule 
in the capsule network, a DFF network is proposed. This network exploits the interac-
tive attention to obtain the global sequence features, and then enhances the aspect affec-
tive feature representations by using the local filtering operation and the global filtering 
operation. The outcome is reduced interference of redundant information.

The main contributions of this work are as follows:

•	 To selectively extract the sentiment information for a given aspect using aspect-
related text features, we designed an aspect-gated convolution network to control 
aspect-related information. Aspect features are used to control textual semantic 
information, focusing on feature information related to aspect words.

•	 We incorporate DFF network in the process of capsule network passing from low-
level capsule to high-level capsule, utilise richer semantic representations to deal 
with multilevel features, and strengthen the connection between aspect words and 
text from two levels of local and global features. We also retain the representations 
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related to the aspectual opinions through global filtering and local filtering to reduce 
the interference of redundant information, thereby enhancing the aspectual affective 
feature representations.

•	 The results of the experiments on the three publicly available datasets used for the 
experiments are as follows: Restaurant and Laptop data from SemEval 2014 Task4 
and the Twitter dataset from ACL14 perform better than the baseline model, dem-
onstrating the effectiveness of the AGCDFF-Caps model in aspectual sentiment-
analysis tasks.

The rest of the paper is organised as follows. Sect. "Related work" briefly describes the 
work related to the sentiment-analysis task. Sect.  "Our approach" describes the com-
ponents of the AGCDFF-Caps model. Sect.  "Experiments" verifies the validity of the 
AGCDFF-Caps model and its modules against existing baseline models. Sect.  "Experi-
mental results and analysis" summarises the work.

Related work
Aspect‑level sentiment analysis

The purpose of the ABSC is to determine the affective tendency of entity aspect words 
in context. It has achieved significant results in previous sentiment-classification studies 
[28, 29]. Early ABSC tasks are computationally complex and labour intensive with low 
accuracy [30, 31]. In recent years, neural networks have achieved good results in ABSC 
owing to their self-learning capability and fast computational speed [30–34]. Wang et al. 
[35] introduced aspect words containing LSTM context information while computing 
attention weights. Xu et al. [36] used Transformer to extract hidden features of aspect 
and text after GloVe encoding. Interactive learning by two-channel global and local 
attention extracts interaction information of different granularity, embeds location cod-
ing into the attention mechanism, and assigns corresponding weights to the extracted 
feature information. Zhou et al. [37] modelled location information in different ways and 
improved the performance of the model by transferring hierarchical knowledge infor-
mation. Xu et  al. [38] proposed a new concept of dependency clustering and devised 
contextual concerns and dependency clustering concerns, focusing on the more critical 
clustering. Phan et al. [17] used a graphical CNN to simultaneously investigate contex-
tual information, semantic relationship information, and sentiment knowledge between 
words or phrases. Xiao et al. [39] used RGAT to encode the structure of the tree and 
also introduced a dense graph convolutional network to consider the distances between 
aspect and related words. They aimed to better establish and strengthen the link between 
aspect and sentiment word.

Gated networks

The emergence of a gating mechanism [40] is good for improving the selection of impor-
tant information in a sentence. Parveen et  al. [41] proposed a bidirectional recurrent 
neural network (BRNN). This model can use old and current information while intro-
ducing bidirectional gated recurrent units (bi-GRUs) to replace the hidden layer of the 
BRNN with a single GRU storage unit and subsequently control the flow of informa-
tion. Kumar et  al. [42] selectively learned features through a self-attention and gating 
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mechanism, where features contain less information flow and gating focuses on interac-
tions. Liu et al. [43] designed a filter gate between the bi-GRU and the attention layer 
to control the flow of information from layer to layer and thus attenuate the influence 
of useless information. Kumar et  al. [44] used a bidirectional interactive gated convo-
lutional network to learn the relationships between aspect and context. Ran et al. [45] 
constructed a hierarchical gate memory network that selectively outputs aspect-related 
contextual representations of a given sentence. Experiments show that it outperforms 
models based on attention mechanisms. However, the above studies are more concerned 
with gated filtering of text, and gating mechanisms have also achieved good results in 
aspect-level sentiment-classification tasks. Lu et al. [46] introduced a gating mechanism 
in Bi-LSTM to guide the encoding of aspect-related sentiment information, which is 
then used to capture the long-range dependencies between words via GCN. Han et al. 
[47] used a self-attention mechanism to obtain aspect features and then dynamically 
fused aspect-related information using an information gate based on a gating mecha-
nism. Kamil et al. [48] used a gated recurrent unit (GRU) in combination with multiple 
feature-extraction methods for aspect-level sentiment analysis.

Capsule networks

The emergence of capsule networks is a good solution to the problem of insufficient 
learning of spatial information by models [49–51]. Wang et al. [52] used capsule neu-
ral networks to identify spatial and semantic relationships between features to extract 
implicit features. Su et  al. [50] constructed auxiliary sentences by using XLNetCN to 
model sequence–aspect relations. Then, they extracted the local and spatial hierarchi-
cal relations of text sequences through a dynamic routing algorithm in capsule net-
works and generated their local feature representations. They are merged with the global 
aspect-related representations for downstream classification using softmax classifiers. 
Wang et  al. [53] applied aspect-level sentiment features to capsule networks, a model 
that exploits the correlation between aspects and sentiments and performs ABSC tasks 
in parallel through shared components. Zhang et  al. [54] guided capsule networks by 
dynamically adjusting the information transfer of prior knowledge to improve text rep-
resentations. Yang et  al. [22] applied dynamic routing to a general neural network to 
capture sentiment features between aspect and opinion words. Lin et al. [55] proposed 
an elementary discourse unit Capsule network (EDU-Capsule) for ABSC. However, the 
high performance of the capsule network cannot be separated from its dynamic rout-
ing > When the data set becomes huge, the capsule easily falls off the situation and 
consumes too much computer resources. In the process of capsule-feature transfer, if 
several similar types of objects exist in the text and they are very close to one another, 
the advanced capsule may not be able to accurately distinguish the correct features. This 
situation is called a ‘congestion phenomenon’, and the performance of the task requires 
further improvement.

The high performance of the capsule network cannot be separated from its dynamic 
routing. When the data set becomes huge, the capsule tends to fall down and consume 
too much computer resources, and its task performance needs to be further improved. 
Based on the above study, this paper combines the improved capsule network with 
the gating mechanism while incorporating aspect capsules to learn aspect-overlap 
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information. The flow of aspect related information is controlled by aspect-gating con-
volution to enhance aspect features. The gating network with filtering properties is used 
to achieve feature enhancement of global and local features, reducing the interference of 
redundant information during model learning.

Our approach
Given a sentence S = w1,w2, ...,wn and an aspect item T = wa1 ,wa2, ...,wam , our task is 
to predict the affective tendency of aspect item T, i.e. positive, negative, or neutral. The 
opinion information associated with the aspect item in sentence S is learning. We then 
describe the model as a whole. In this part, we first provide an overview of the whole 
model and then describe the different parts of the model in detail.

Framework

The proposed AGCDFF-Caps model comprises five main modules: (1) an embed-
ding layer, which obtains the vector representation of context and aspect, respectively, 
through the BERT pre-training model; (2) a semantic extraction layer, in which the 
combination of self-attention mechanism and bi-GRU is used to capture the semantic 
correlations and enhance the semantic information of each word in the sentence; (3) 
an aspect-gating convolution layer, which applies the gating unit to control the aspect-
related information; (4) a capsule network layer, where low-level capsules are passed to 
high-level ones by iteratively renewing the coupling coefficients and aggregating the cap-
sule information to output the classification probability; and (5) a dual-feature filtering 
layer, which performs a distillation-like operation on global and local sequences to retain 
the aspect-related sentiment features. An overview of the AGCDFF capsules is shown in 
Fig. 1.

Embedding layer

BERT as a language model is represented by a bidirectional encoder of the Trans-
former with the classification symbol [CLS] at the start position and the separator 
character [SEP] in the break interval, e.g. ‘[CLS] + Sentence1 + [SEP] + Sentence2’. 
BERT can capture vector features of sentences and aspects. We feed the sentence 
S and the corresponding aspect T into BERT to obtain XS =

{

xs1 , xs2 , ..., xsm
}

 and 
XT =

{

xa1 , xa2 , ..., xan
}

 , respectively, where xi ∈ Re is an e-dimensional word vector.

Semantic extraction layer

The role of the semantic extraction layer is to attend to and extract information about 
the global context and important semantic information related to aspects. The GRU 
controls inputs and outputs through reset gates and update gates and subsequently 
uses gating mechanisms to allow the model to learn the dependency state at the cur-
rent moment. The self-attention mechanism has a large sensory field and can capture 
the semantic relationship between any two elements in a sequence to enable contextual 

(1)XS = BERT (S)

(2)XT = BERT (T )
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interaction and integration. To capture long-range contextual information, we first use a 
bi-GRU to obtain contextual and aspect features of the text. We then augment the text 
semantics by using the self-attention mechanism and multiply the obtained attention 
score matrix with the aspect features. Accordingly, we obtain feature information that is 
closely related to the aspects.

(3)rt = σ(Ut [ht−1; xSt ])

(4)zt = σ(Uz[ht−1; xSt ])

(5)h′t = tanh(Uh[rt × ht−1; xSt ])

(6)ht = (1− zt)× ht−1 + zt × h′t

Fig. 1  The overview of AGCDFF-Caps
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where Eqs. 3–6 denote the calculation formulas of the reset gate and update gate at the 
moment t; [x; y] denotes the splice of the two vectors; σ denote activation function; Ut , 
Uz , and Uh denote the weight matrices; rt and zt are the outputs of the update gate and 
reset gate, respectively; ht and ht−1 denote the hidden layer outputs of the GRU at the 
moments t and t-1, respectively; �h and 

←
h  are the final hidden layer representations of 

the GRU learning from the back-end sequence and GRU learning from the back-end 
sequence, respectively; ⊕ denotes the splice of two vectors; Attention is the attention 
score matrix; Ht is the aspect feature of the final output; and HS is the context feature of 
the final output.

Aspect‑gated convolution layer

In this layer, we can use aspect-related text features to selectively extract the sentiment 
information for a given aspect. With the gating mechanism, the contextual sentiment infor-
mation related to the aspect is retained while the irrelevant information is discarded. In the 
example ‘This restaurant is good but the delivery is slow’, if the gate controls the information 
flow of the first aspect ‘restaurant’, it selectively ignores the sentiment information conveyed 
by the next sentence and outputs the sentiment information only of the previous sentence.

Figure 2 illustrates the framework of our aspect-gated convolutional layer. The gated acti-
vation units used for aspect information flow are connected to the convolution neural net-
work. The context features hsi are convolved to obtain locally enhanced text features Ha

conv 
and then dot multiplied by haj  to obtain aspect-enhanced features with reassigned weights 
from the aspect features. The ReLU function is used to control the aspect-independent 
noise information to obtain the feature ai . The input aspect features haj  are also convolved 
to obtain locally enhanced aspect features and then mapped to the value within the range of 
-1 to 1 by using the Tanh function. It helps the model to better learn and represent aspect-
related emotional features. The specific calculation process is as follows:

(7)HS = �hS ⊕
←
h
S

; HT = �hT ⊕
←
h
T

(8)Attention = softmax(
QWQ × (KWK )T√

d
)

(9)Ht = Attention ·HT

(10)Ht = {ht1,ht2, . . . , htn}

(11)HS = {hS1, hS2, . . . , hSm}

(12)Ha
conv = Conv(hsi ⊗W1)

(13)ai = ReLU(Ha
conv +W2h

a
j + b1)

(14)bi = Tanh(Conv(hsj ⊗W3)+ b2)
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where W1,W2,W3 ∈ R
h×d is the weight matrix, ai denotes aspect features, and bi 

denotes affective features.

Dual‑feature filtering layer

In capsule networks, the contextual features of multiple capsules obtained from primary 
capsules belong to the coarse-grained text representation. On one hand, the primary cap-
sule provides a rich feature representation for the advanced capsule by encoding spatial and 
directional information in the capsule network, which helps improve model performance. 
On the other hand, complex feature relationships tend to mislead the model into focusing 
on useless features, introducing additional noise and losing important information. There-
fore, DFF is used to construct a feature-filtering channel to deeply extract key information 
related to aspects correct and weaken the features with low correlation between aspect 
words and text. The results of the two channels are then stitched to obtain the accurate 
expression of aspect sentiment.

The specific framework of DFF is shown in Fig.  3. The entire network is constructed 
based on the gating mechanism, which is divided into two parts: global filtering and local 
filtering. In global filtering, the Sigmoid activation function is applied to the spliced features 
of text feature hs and aspect feature ht and to the single-text feature hs . The function can 
map values between 0 and 1, reflecting the degree of correlation between global and aspec-
tual features. Then, hss is dot multiplied to obtain the global features hgs with the weights 
reassigned by the text features, and the spurious information in them is filtered out using 
the ReLU function. The specific calculation is as follows:

(15)h
Sg
i = ai × bi

(16)hss = σ(Wss · hs + bss)

(17)hgs = σ(Wgs · [hss ⊕ ht ] + bgs) ∗ hss

Fig. 2  Overview of the Aspect Gated Convolution Network
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where hss is the text feature obtained by applying the activation function; hgs is the ini-
tial global feature obtained by activation after splicing; h′gs is the global feature vector 
obtained after global filtering; and Wss , Wgs , W ′

gs and bss , bgs , b′gs are the learnable weight 
matrix and the deviation vector.

In local filtering, to strengthen the connection between aspect words and context, an 
interactive attention mechanism is introduced. It integrates the aspect terms and the 
corresponding textual information while extracting deeper information related to the 
aspect. Afterwards, it performs interactive learning modelling on both separately. The 
final learned feature representations are spliced and aggregated to obtain the strength-
ened aspect feature vectors hts . Then, the activated aspect feature h′t is subjected to a 
filtering operation, and the weights of the local feature h′gs are assigned by the global fea-
ture h′t . Finally the aspect-specific sentiment feature ha is obtained after ReLU activation. 
The computational process is as follows:

(18)h′gs = ReLU(W ′
gshgs + b′gs)

(19)has = InterAtt(ha, hs)

(20)h′as = σ(W ′
as · has + b′as)

(21)h′a = ReLU(W ′
aha + b′a)

(22)hla = σ(Wla[h′gs ⊕ h′as ⊕ h′a] + bla) ∗ h′gs

(23)Ha = ReLU(Wd(hla +Wadh
′
a)+ bd)

Fig. 3  Overview of the Dual-Feature Filtering network
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where h′as is the enhanced aspect feature obtained by applying the activation function; 
hla is the feature vector obtained by interacting the globally filtered feature vector with 
the new aspect features; ha is the final output vector obtained after two filters; and W ′

t  , 
W ′

ts , Wla , Wd , Wad and b′ts , b′t , bla , bd are the learnable weight matrix and the deviation 
vector, respectively.

Capsule network layer

A capsule network is a collection of neurons whose vectors represent the probability 
of occurrence of certain entities or attributes. The primary capsule passes through the 
transformation matrix to the senior capsule. Higher-level capsules are activated when 
multiple predictions match. Capsule networks have a more powerful feature repre-
sentation than CNNs. The capsules in the capsule network can encode and encapsu-
late the attributes of different entities in the image, such as position, orientation and 
angle. This makes the capsule feature representation more specific and richer. Con-
versely, feature representations in CNNs are often based on the pixel level, confer-
ring difficult in directly representing the specific attributes of entities in an image. 
In sentiment analysis, capsule networks can better understand the semantic relation-
ships and hierarchical structures in text and can thus more accurately identify the 
emotional tendencies in text. For example, in social-media text, capsule networks can 
capture the emotional associations between different sentences or paragraphs, so it 
can more accurately determine the emotional tendency of the entire text.

In general, a capsule network comprises a primary capsule and a senior capsule. 
The primary capsule determines the output of the senior capsule, which primarily 
comprises a dynamic routing that iteratively updates the weight matrix, and the final 
output capsule vector comprises all senior capsules. Owing to its special dynamic 
routing update process, the capsule network can extract deeper text features. Its net-
work structure is shown in Fig. 4.

Fig. 4  Capsule network structure
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Algorithm 1  Algorithm 1 Dynamic routing algorithm

Our study uses a capsule network based on a dynamic routing algorithm, where an 
affine transformation is performed in the primary capsule layer, and the features that 
have passed through the convolutional layer are initialised and multiplied by a weight 
matrix. This matrix is then mapped into a vector space with the same number of neu-
rons as the capsule layer:

where ûj|i is the prediction of a single low-level capsule to a single high-level one.
We calculate the total input Sj to each high-level capsule from the low-level capsule:

where cij is the coupling coefficient, indicating the degree of polymerisation of the low-
level capsule ui with the high-level one uj . The sum of the coupling coefficients is usually 
given as 1; and cij is renewed iteratively by dynamic routing, calculated as follows:

where cij is obtained by softmax, which denotes the weight of the weighted sum; and 
ûj|i · vj denotes the similarity between the low level capsule i and the high-level one j.

Corresponding with each high-level capsule j, the nonlinear squeeze function 
squach is applied to compress the length of the entire input vector to obtain the out-
put feature vector vj:

For each low-level capsule i and high-level one j, the a priori coefficients bij are 
updated based on the dot product between their output vectors vj and eigenvectors 
ûj|i . cij is then updated by bij , i.e., the coupling strength between the low-level capsule 
and the high-level one is adjusted based on the feedback from the latter.

(24)ûj|i = Wijui

(25)Sj =
∑

i

cij ∗ ûj|i

(26)cij =
exp(bij)

∑

k

exp(bik)

(27)bij = bij + ûj|i · vj

(28)vj =
∥

∥sj
∥

∥

2

1+
∥

∥sj
∥

∥

2
∗ sj
∥

∥sj
∥

∥
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The feature vectors are transmitted into the fully connected layer to output the pre-
dicted sentiment.

where Wa and ba are the learnable weight matrix and bias vector, respectively.
The model parameters are then optimised by minimising the cross-entropy loss 

between the true and predicted values, whereas L2 regularisation is used to prevent 
model over-fitting.

where N  is the total number of samples, yi is the true ASC, ŷi is the predicted ASC, � is 
the L2 regularisation coefficient, and � denotes all learnable parameters of the model.

Experiments
Experimental dataset

To evaluate the validity of our proposed model, experiments are conducted on three 
public social-platform datasets, namely, the ACL2014 Twitter and the Laptop, Restau-
rant datasets from SemEval2014 Task 4. Each sentence in these datasets contains multi-
ple aspects corresponding with sentiment polarity. Table 1 shows the situation for each 
specific data.

Experimental‑parameter settings

In the experiments, accuracy and F1 value are used as indices for model evaluation. 
Accuracy is the percentage of correct predictions for all sample categories. The F1 value 
better reflects whether the performance of the classifier is robust or not.

The model is built in the Pytorch framework environment. The Adam optimiser is 
used with the learning rate set to 5e-5 and the L2 regularisation coefficient set to 1e-5. 
The word vector dimension is 768, the hidden layer state vector dimension is 300 and 
the batch_size is 32.

In this paper, we use the Bert model to pre-train the sequential text, the hidden 
layer dimension is 768, and the maximum sentence length is 120. The hidden layer 
state vector dimension of bi-GRU is 384. The Train_Batch_size of the dataset Res-
taurant and Laptop is 32, and the Eval_batch_size is 16. The dataset Twitter has a 
Train_Batch_size of 32, and the Eval_batch_size is 16. Twitter has a Train_Batch_size 
of 32, and an Eval_Batch_size of 32. The model is built using the Adam optimiser with 

(29)y = Softmax(Wav + ba)

(30)L(θ) = −
N
∑

i=1

yilg(ŷi)+ ����2

Table 1  Statistical data for the three data sets

Dataset Restaurant Laptop Twitter

Train Test Train Test Train Test

Positive 2164 728 994 341 1561 173

Neutral 807 196 870 128 3127 346

Negative 637 196 464 169 1560 173
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a learning rate of 5e-5 and a dropout of 0.3. The model is built using the pytorch envi-
ronment. The details of the setup are shown in Table 2. The optimal parameters based 
on the best performance are kept on the development set, and the optimal model is 
used to evaluate the test set.

Baseline methods

To measure the feature-extraction performance of the models, we compare them with 
previous state-of-the-art neural networks. Experimental results are taken from litera-
ture corresponding with each model.

TD-LSTM [56] learns aspect-related representations by feeding target information 
to an extended LSTM.

PBAN [57] learns relationships between aspect words and text using bidirectional 
attention.

RAM [6] uses a multiple-attention mechanism to capture distant emotional infor-
mation and improve the ability to learn multi-information representations.

AEN [58] enhances semantic relations between context and aspect using a coder 
based on multiple attention mechanisms.

DGEDT [59] learns representations from semantic graphs by iteratively interacting 
transformers.

TNet [60] extracts features using CNNs and bidirectional RNNs and proposes 
transformations for the target aspect representation to better represent aspect 
information.

XLNet-CNN-GRU [61] generates dynamic stacked word vectors via Glove and 
XLNet and then feeds the stacked word vectors into a two-channel GRU and CNN 
with an attention mechanism to effectively solve the phenomenon of word polysemy.

ABWE [62] adopts an aspect-based word embedding method to filter the aspect 
sentiment word, It uses the bi-GRU method to obtain global context information, 
which is merged with aspect and opinion information to obtain feature representa-
tions about words.

KGCNCapsAN [54] introduces an attention mechanism to improve capsule net-
works while introducing a priori knowledge to guide the routing of capsule attention 
networks.

Table 2  Experimental parameter setting

Restaurant Laotop Twitter

Hidden Layer Dimension 768 768 768

Maximum sentence length 120 120 120

Train_Batch_size 16 16 32

Eval_batch_size 32 32 32

Learning rate 5e-5 5e-5 5e-5

Dropout 0.3 0.3 0.3

Epoch 30 30 30
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TransCap [63] encapsulates document-level knowledge in aspect-sentiment cap-
sules. It also adaptively combines semantic capsules and categorisation capsules 
through migration learning to improve the learning performance of the model.

AOIARN [22] uses interactive learning to learn the correlation between specific 
aspects and emotion words using BiLSTM. It embeds dynamic routing in neural net-
works to improve emotion-information extraction.

EDU-Capsule [55] utilises capsule networks for aspect-level sentiment analysis in 
terms of grammatical units of sentence clauses.

Experimental results and analysis
Effectiveness of AGCDFF‑caps

The experimental results of the AGCDFF-Caps model and the previous baseline 
approach on the dataset are shown in Table  3. TD-LSTM by modelling the context 
of aspect words is aspect information is more focused, but the obtained sentiment is 
biased towards the whole. Conversely, AEN, PBAN, RAM, and DGEDT fine-grained 
analysis methods based on attention capture the semantic information between aspect 
and context with higher performance. However, the learning of the attention mecha-
nism here is limited to the self-learning of a single text without interactive modelling 
with aspectual words. The lack of attention to the contextual positional information 
of the aspectual words may not allow for the effective fusion of the information of the 
aspectual words in the textual features. TNet, XLNet-CNN-GRU, and ABWE, repre-
sented by embedding bi-GRU based on gating mechanism into neural networks, can 
improve the training efficiency of the model when dealing with long sequential data. 
They capture the feature information in sequential data more comprehensively by 
considering past and future information. These models lack a self-attention mecha-
nism compared with AGCDFF-Caps and are thus unable to dynamically adjust the 

Table 3  Experimental results for the restaurant, laptop, and Twitter datasets

The best results are shown in bold

Method Restaurant Laptop Twitter

Accuracy Macro-F1 Accuracy Macro-F1 Accuracy Macro-F1

Deep learning 
network

TD-LSTM(2015) 75.60 64.50 68.10 63.90 66.60 64.00

RAM(2017) 78.48 77.32 72.08 68.43 70.09 66.48

PBAN(2018) 78.62 67.45 71.98 66.91 - -

TNet(2018) 80.70 71.30 76.50 71.80 75.00 73.60

AEN(2019) 80.99 72.14 73.51 69.04 72.38 69.81

DGEDT(2020) 83.90 75.10 76.80 72.30 74.80 73.40

XLNet-CNN-
GRU(2023)

82.67 75.32 75.87 73.41 73.42 71.59

ABWE(2023) 80.25 78.44 71.42 69.53 - -

Capsule network TransCap(2019) 79.55 71.41 73.51 69.81 - -

KGCNCap-
sAN(2020)

82.05 74.04 76.96 72.89 74.13 72.52

AOIARN(2022) 83.40 75.05 78.90 75.10 75.00 73.80

EDU-Cap-
sule(2023)

85.70 - 78.50 - - -

Ours AGCDFF-Caps 86.16 79.36 80.76 76.17 75 73.81
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degree of attention to other positional information in the sequence directly based on 
the information at the current position. Consequently, the model’s effective integra-
tion of global contextual information is limited. Furthermore, XLNet-CNN-GRU has 
a more significant performance improvement than ABWE and TNet owing to the fact 
that XLNet-CNN-GRU introduces the ability of CNNs to focus on locally important 
features, consider multiple semantic feature information, and strengthen the model’s 
ability to learn aspects of relevant sentiment information.

The baseline models KGCNCapsAN, TransCap, AOIARN, and EDU-Capsule use 
the dynamic routing process of the capsule network to learn to update the weight 
matrix and extract deep semantic information. The main difference from AGCDFF-
Caps is that this paper’s model models the important sequence semantics while filter-
ing the redundant information several times to focus on the sentiment expressions 
in the model’s output results that are closely related to aspects. Experimental results 
show better performance of this paper’s model, indicating that the classification effect 
after DFF on the capsule network is better than that of the model without filtering 
operation, and the fine aspect-sentiment features are more conducive to improving 
the model-learning performance than the features with redundant information. Thus, 
the effectiveness of the hybrid AGCDFF-Caps network is verified.

Ablation experiment

To assess the should of each module of AGCDFF-Caps on the classification effect, 
ablation experiments are performed separately for each module within the model:

W/o Capsule Network removes the whole capsule network structure,
W/o Aspect-Lower Capsule removes the aspect-lower capsule structure,
W/o DFF layer removes the DFF structure, and.
W/o Self Attention removes the self-attention mechanism.

Fig. 5  Results of ablation experiments. The left panel shows the accuracy results, and the right panel shows 
the F1 value results
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The results are shown in Fig. 5. Removing any component leads to decreased accuracy 
and MF1 value of the model.

Figure 5 shows that removing any part of the components within the model leads to 
decreased accuracy and F1 value of the model, indicating that each module within the 
model has a positive effect. However, the capsule network has the greatest impact on the 
model performance. Capsule networks act as a neural network structure that captures 
and represents hierarchical relationships among entities. In text processing, capsule net-
works can effectively model and integrate text features at different levels such as words, 
phrases, and sentences to improve the model’s ability to understand deeper information 
in the text. By integrating capsule networks into the model, we can allow it to focus more 
on learning the key information in the text and ignore the noisy information that is not 
important for the task.

In the model W/o Aspect-Lower capsule compared with W/o capsule networks, the 
accuracy increases by 0.89%, 2.66%, and 0.29% respectively. This finding indicates that 
the aspect features also contain important information related to the sentiment opin-
ions, which is one of the key elements to understand the sentiment tendency of aspect 
words. Additionally, the accuracy of the model w/o DFF layer shows different degrees of 
decrease, specifically 0.89%, 2.08%, and 0.58%. This result highlights the importance of 
the DFF structure in the model, especially the powerful ability to filter useless informa-
tion. DFF can effectively filter and integrate key information related to aspectual senti-
ment through global feature filtering and local feature filtering to improve the accuracy 
of the model.

In the Laptop dataset, we observe a particularly significant change in learning per-
formance. This change is primarily owing to the missing or incomplete sentence infor-
mation in this dataset. The sentence expressions in the laptop dataset are usually more 
concise and lack sufficient contextual information, which relatively limits the ability of 
the model to filter and integrate information.

Furthermore, when we remove the self-attention mechanism from the semantic extrac-
tion phase, the performance of the model significantly decreases. This finding highlights 
the importance of the self-attention mechanism in capturing the semantic dependencies 
of each word in a sentence. The self-attention mechanism allows the model to dynami-
cally compute the dependencies between different positions in a sequence while process-
ing textual data and generates a weight matrix for representing the importance of each 
position in the sequence. This capability allows the model to more accurately understand 
the overall structure and semantic information of the sentence.

DFF module‑performance analysis

To further investigate the effectiveness of the DFF module in blocking redundant infor-
mation, we design four variants of the model: the AG-Caps (removing the entire DFF 
portion), the AGCFF1-Caps (retaining the local feature-filtering channel and removing 
the global feature-filtering channel), the AGCFF2-Caps (retaining the global feature-
filtering channel and removing the local feature-filtering channels), and the AGCDFF-
Caps. AGCFF1-Caps shows faster model-performance degradation than AGCDFF-Caps. 
This finding suggests that the global feature-filtering channel plays a more critical role 
in capturing sentiment polarity. Global feature filtering integrates all information in the 
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sentence and the context to more accurately identify key features relevant to sentiment 
classification. When this channel is removed, the model’s ability to detect sentiment 
polarity is significantly impaired. The results of AG-Caps as a model that removes the 
entire DFF further validate the effectiveness of the DFF module in blocking redundant 
information and improving model performance.

DFF plays an important role in blocking redundant information and improving the 
performance of sentiment classification. Global feature filtering and local feature filter-
ing are complementary in the sentiment-classification task. The combination of the two 
can capture the sentiment information in a sentence more comprehensively (Fig. 6)

AGC module‑performance analysis

The experimental results in Fig.  7 are compared with the three methods, DFF-Caps 
(removing the entire aspect-gated convolution), CDFF-Caps (removing the aspect-gat-
ing mechanism), and AGCDFF-Caps. Results further demonstrate the advantages of 
Aspect-Gated convolution in improving the performance of sentiment analysis models. 
Comparing DFF-Caps without CNNs to CDFF-Caps with CNNs, we find that the per-
formance of DFF-Caps is better on the Laptop and Twitter datasets. This result reveals 
the limitations of CNNs in feature extraction. When the convolutional kernel is too 
small, it cannot establish the temporal connection well; when the convolutional kernel 

Fig. 6  Comparison of accuracy and F1 value for different feature-filtering channels

Fig. 7  Comparison of experimental results for different gating mechanisms
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is too large, too many features are extracted and noise generation ensues. Compared 
with CDFF-Caps, AGCDFF-Caps significantly improves the model’s ability to learn 
high-quality aspect-feature information by applying the aspect-gating mechanism. The 
aspect-gating mechanism can effectively control the information flow and accurately 
consider the sentiment opinion information related to aspects. Thus, the model can 
pay more attention to task-relevant feature information, which helps it more accurately 
identify the key features related to sentiment classification. This mechanism enables 
AGCDFF-Caps to achieve higher accuracy in sentiment-analysis tasks.

Analysis of capsule structural performances

To investigate the effect of the DFF layer on the overall performance of the model, 
AGDFF-Caps with DFF layer is experimentally compared with AG-Caps without DFF 
on the datasets Restaurant and Twitter. The convergence curves with the number of 

Fig. 8  Comparison of accuracy and convergence on the Restaurant dataset

Fig. 9  Comparison of accuracy and convergence on the Twitter dataset
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training iterations and the accuracy curves are shown in Figs.  8 and 9, respectively, 
where the red realisation and the red dashed line correspond with the accuracy and loss 
values of the AGDFF-Caps model, and the blue solid line and the blue dashed line cor-
respond with the accuracy and loss values of the AG-Caps model.

The experimental results on the two datasets show that the AGCDFF-Caps model pro-
posed in this paper has a significant improvement in accuracy compared with the AG-
Caps model without DFF. This improvement proves the effectiveness of DFF in feature 
extraction and further emphasises the importance of feature screening and filtering in 
sentiment-analysis tasks. Specifically, the DFF in the AGCDFF-Caps model is able to pri-
oritise the filtering of features as they are passed from lower level capsules to higher level 
capsules. This filtering mechanism allows feature information that is aspectually relevant 
and strongly expresses emotion to be retained and passed on to subsequent process-
ing. In this way, the model can use limited computational resources more efficiently and 
focus on processing key features with significant impact on sentiment classification.

Our experiments also show that the AGCDFF-Caps model converges faster. This find-
ing further confirms the advantages of DFF in feature filtering. Given that DFF can pre-
liminarily remove features that are irrelevant or noisy for the task, the model is able to 
converge to the optimal solution faster during training. This efficient performance makes 
the AGCDFF-Caps model more competitive in sentiment-analysis tasks, enabling better 
contextual representations faster.

Conclusions
We propose a capsule network model incorporating aspect-gated convolution and DFF 
layers for aspect-level sentiment analysis. The model solves the problems of confusing 
other feature words during feature extraction, resulting in insignificant aspect-related 
sentiment features and feature overlap or redundancy during capsule network delivery, 
as well as providing programmatic guidance for businesses, governments, and organisa-
tions, among others.

The model can utilise the self-attention mechanism and bi-GRU for deep semantic 
feature extraction. It also strengthens the aspect feature representation by aspect-gated 
convolution, and establishes the text capsule network and the aspect capsule network, 
respectively. In the capsule network structure, to enhance the effectiveness of the trans-
fer process from low-level capsules to high-level ones in the capsule network, we incor-
porate a DFF layer, a design that can sequentially perform feature filtering on global 
sequence features and local sequence features. Accordingly, the impact of unimportant 
features on the learning aspectual sentiment of the model is effectively reduced. Experi-
mental results on three publicly available datasets show that the model proposed in this 
paper performs better in terms of performance, and the aspect-gated convolution suc-
cessfully enhances the aspect features that are closely related to the task of sentiment 
analysis. Thus, the model more accurately captures the sentiment tendencies in the text. 
The introduction of the DFF layer further improves the feature-selection ability of the 
model, making the model more robust in dealing with complex sentiment-analysis tasks.

Although the model in this paper shows superior performance and good interpret-
ability in aspect-level sentiment analysis tasks, there are still some shortcomings that 
need to be further explored and improved in our future research. Firstly, the model may 
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not perform well for some specific types of sentiment-analysis tasks. For example, when 
dealing with fine-grained sentiment-analysis tasks, the model may not be able to accu-
rately capture subtle sentiment differences in the text. To further improve the model 
performance, we can consider introducing more contextual information or adopting a 
more complex network structure to capture subtle sentiment changes in the text. Sec-
ondly, the generalisation ability of the model is a key concern. The model achieves good 
performance on the three public datasets, but it may encounter inconsistencies with the 
distribution of training data in practical applications. To improve the generalisation abil-
ity of the model, we can use data-enhancement techniques or apply unsupervised learn-
ing methods to pre-train the model so that it can better adapt to different application 
scenarios.
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