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Abstract 

This paper introduces TC-Llama 2, a novel application of large language models 
(LLMs) in the technology-commercialization field. Traditional methods in this field, 
reliant on statistical learning and expert knowledge, often face challenges in process-
ing the complex and diverse nature of technology-commercialization data. TC-Llama 
2 addresses these limitations by utilizing the advanced generalization capabili-
ties of LLMs, specifically adapting them to this intricate domain. Our model, based 
on the open-source LLM framework, Llama 2, is customized through instruction tuning 
using bilingual Korean-English datasets. Our approach involves transforming technol-
ogy-commercialization data into formats compatible with LLMs, enabling the model 
to learn detailed technological knowledge and product hierarchies effectively. We 
introduce a unique model evaluation strategy, leveraging new matching and genera-
tion tasks to verify the alignment of the technology-commercialization relationship 
in TC-Llama 2. Our results, derived from refining task-specific instructions for inference, 
provide valuable insights into customizing language models for specific sectors, poten-
tially leading to new applications in technology categorization, utilization, and predic-
tive product development.
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Introduction
The field of artificial intelligence (AI) has undergone a paradigm shift with the advent of 
large language models (LLMs)  [1]. These models leverage extensive text data and self-
supervised learning techniques to train on a vast scale. Furthermore, fine-tuning these 
models for specific tasks has led to impressive performance across various domains [2]. 
Beyond mere classification and prediction, LLMs offer deeper insights, demonstrating 
an understanding of intricate relationships within text expressions.

The importance of technology and product relationship analysis lies in its ability to 
guide businesses and innovators in decision-making [3]. By understanding how a tech-
nology can be transformed into a viable product, organizations can make informed 
investments, develop strategies for market entry, and anticipate future market needs. 
In the realm of technology and product relationship analysis, understanding the intri-
cate connections between technological advancements and their potential market 
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applications is crucial. Two traditional methods have been prominent: statistical learn-
ing  [4, 5] and expert knowledge. Statistical learning methods benefit from automation 
but struggle with processing unstructured or textual datasets. Moreover, these methods 
typically require well-defined and labeled datasets to function effectively. Expert-based 
approaches are often more accurate than statistical approaches. Because they can con-
sider nuanced and contextual factors that statistical methods may overlook. However, 
reliance on expert knowledge can be costly and is inherently limited by the availability of 
such expertise. Additionally, expert analysis can be subjective and may not always scale 
well for large datasets or rapidly evolving technology sectors.

Addressing these limitations, we introduce “TC-Llama 2”, a model that utilizes the 
power of LLMs for understanding technology-commercialization relationships. The 
rationale behind using LLMs lies in their robust generalization capabilities, effective 
even with limited data. Technology-commercialization data is not only textual and het-
erogeneous but also scarce compared to general datasets, making large-scale, generaliz-
able models ideal.

Our training approach involves transforming diverse technology-commercialization 
data into formats compatible with LLMs. This data, rich in variants, directs the model 
to assimilate technology knowledge and product hierarchies. We utilized Meta’s open-
source LLM, Llama 2  [6], enhanced with Lora  [7] for efficient learning with minimal 
parameter updates. Further, we employed instruction tuning [8] to foster effective learn-
ing and inference. This entailed fine-tuning the pre-trained Llama 2 with a Korean-Eng-
lish instruction dataset, followed by training on the technology-commercialization data.

We evaluated our model’s performance through two methods. Firstly, we assessed its 
specificity in matching product attributes to their descriptions, observing precise hier-
archical embedding mapping and generalization to unlearned taxonomies. Secondly, we 
tested the model’s depth in understanding technology-product relationships by generat-
ing product names from detailed technology descriptions. This not only validated the 
model’s inferencing capabilities but also allowed us to explore the effects of prompt tun-
ing on generative performance.

To our knowledge, TC-Llama 2 represents the first concrete commercial application in 
the technology-commercialization sector. This paper details effective training methods 
for non-standard textual data and introduces a novel model evaluation process. Addi-
tionally, our findings from prompt tuning offer insights for tailoring language models 
to specific applications. These contributions could pave the way for novel applications, 
such as identifying potential uses for underutilized technologies, automating technology 
categorization, and aiding in product development through technological foresight.

In brief, we can summarize the main contributions as follows: 

1. We present “TC-Llama 2”, a model utilizing LLMs for analyzing technology-com-
mercialization relationships. This model uniquely address challenges posed by scar-
city and complexity of technology-commercialization data.

2. Our research outlines an innovative training method for TC-Llama 2, employing 
Meta’s Llama 2 model enhanced with Lora and instruction tuning using a Korean-
English dataset. This approach effectively adapts the model to assimilate diverse 
technology and product information.
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3. We introduce a novel evaluation process for TC-Llama 2, focusing on matching 
product attributes and generating product names from technology descriptions. 
Insights from prompt tuning experiments provide guidance for tailoring language 
models to specific sectoral applications.

Related works
Large language models

LLMs represent a major advancement in the field of natural language processing (NLP). 
Unlike earlier small scale language models(e.g. BERT [2], GPT [9]), LLMs comprise bil-
lions of parameters and undergo training on extensive text corpus. From the explosive 
increase in model size and comprehensive training data, recent LLMs have shown excep-
tional capabilities across diverse applications, often requiring minimal task-oriented 
training data. They have gained the ability to capture a vast array of linguistic nuances 
and contexts [1].

Since the increase in model size and dataset has been instrumental in the recent 
advances in LLMs, it is essential to optimize these factors within a particular computa-
tional budget to achieve best performance [10]. In this context, Llama 2 emerges as an 
open-source LLM that excels in performance, showcasing how strategic scaling can lead 
to significant improvements within computational constraints [6]. Llama 2 outperforms 
other language models and also shows competetive performance compared to best exist-
ing LLMs. In our study, we utilized Llama 2 as our pretained large language model.

Fine‑tuning large language models

It has become a prevalent approach in NLP to fine-tune pre-trained models on down-
stream tasks rather than developing new models from scratch [11]. The complex training 
objectives and extensive parameters of these pre-trained models enable them to assimi-
late knowledge from massive data. This knowledge, encoded in their large-scale param-
eters, is fine-tuned for specific tasks, thereby enhancing its effectiveness across various 
applications [12].

Fine-tuning LLMs using diverse multi-task datasets formatted as text prompts, a pro-
cess referred to as instruction tuning  [13], has proven effective for tackling tasks that 
the models have not previously encountered. This approach of instruction tuning equips 
LLMs to handle new, unseen tasks as well as significantly improves their generalization 
ability [14]. However, given the substantial number of parameters in LLMs, full-param-
eter tuning can be prohibitively expensive. To mitigate this, recent research has shifted 
towards more parameter-efficient fine-tuning methods. Methods such as adapter tun-
ing [15], which involves adding small trainable modules, and prompt tuning [16], where 
the input sequence is strategically altered, have emerged as effective solutions. Addition-
ally, low-rank adaptation  [7] offers a way to fine-tune LLMs by adjusting only a select 
subset of parameters, providing a balance between efficiency and performance. These 
approaches have contributed to adapting LLMs for specific tasks in a cost-effective 
manner.

Recently, the openness and effectiveness of Llama have garnered significant inter-
est within the research community. Numerous studies have focused on fine-tuning 
and further pre-training its various model versions, contributing to the development 
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of new models(e.g., Alpaca  [6, 17], Chinese Llama  [18]) Llama, predominantly 
trained on English language datasets, faces limitations in its effectiveness for non-
English languages  [18]. In this work, we suggest a new model “GI-Llama 2” to 
enhance Llama’s proficiency in understanding and generating Korean text, as well 
as its capacity to interpret instructions. Initially, we fine-tuned the Llama-2-chat-7B 
model with general instruction datasets that consists of both English and Korean 
data. Following this, we further specialize “GI-Llama 2” by fine-tuning it with a 
diverse set of technology-commercialization data. We propose our new model “TC-
Llama 2”, a model specifically tailored for technology-commercialization contexts. 
This two-step fine-tuning process significantly improved the model’s understanding 
on Korean data and technology-commercialization data.

In‑context learning

LLMs such as GPT-3  [19], GPT-4  [20], and Llama 2  [6] signify a major advance-
ment in AI and NLP, pre-trained on extensive text datasets to generate text that is 
coherent and contextually aligned with input prompts. This leads to the emergence 
of in-context learning  [21], a paradigm shift where the model exhibits the capabil-
ity to comprehend and respond to tasks in accordance with the provided context. 
This method contrasts with earlier approaches requiring task-specific training for 
each new application. The strength of in-context learning is its versatility and adapt-
ability, which not only increases the performance gains of separate retraining or 
fine-tuning, but also enables a single model to perform diverse tasks, from language 
translation and creative writing to complex coding.

To fully leverage the capabilities inherent in in-context learning, there are various 
instruction tuning techniques, starting with the methodology used from the training 
phase to the inference phase. For example, FLAN  [13] allows instructing multiple 
types of tasks within a single directive and trains the model to perform these tasks 
concurrently, setting a foundation for versatile application. Chain of Thought  [22] 
method improves performance by implementing a step-by-step process in inference, 
illustrating how structured reasoning can lead to better results. Additionally, [23, 
24] where generating and applying specific instructions through LLM significantly 
increases performance, exemplifies the effectiveness of targeted guidance. This fine-
tuning process involves incorporating examples for episodic learning and structuring 
prompts in a specific manner, which, along with embedding clear instructions, has 
been instrumental in elevating the accuracy and relevance of the model’s responses 
to particular tasks. Meta ICL [25] further enhances this by showing improved per-
formance with specific formatting and examples. Overall, these methods have signif-
icantly enhanced our control over the model’s behavior, ensuring predictability and 
reliability–attributes crucial in applications requiring precise and trustworthy out-
puts. In this research, we crafted the task format for the fine-tuning by referencing 
prior studies. Additionally, by implementing automated prompt revision during the 
inference, we successfully identified an optimized format specific to the technology-
commercialization task area. It consists of various in-context learning techniques.
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Category mapping

Web retail services are increasingly requiring efficient product categorization to manage 
the growing volume of online products. By automating the categorization process, deep 
learning based frameworks can enhance search efficiency, enabling users to find desired 
products more quickly. [26] Additionally, the ability to reclassify products from different 
e-commerce platforms into a unified searching system (e.g., Google, Naver, and Tencent) 
using deep learning reduces manual labor and associated costs, making it a highly effi-
cient and cost-effective solution. This categorized data can be further applied to recom-
mendation systems to identify patterns and preferences of users, thereby recommending 
products or targeting advertisements more aligned with user’s interests.

Product features such as product images  [27, 28] and text descriptions  [29, 30] can 
be leveraged for product categorization tasks using deep learning frameworks. In stud-
ies focusing on image features, the main setting being explored is offline retail store 
environment. These studies typically involve a two-phase classification process: ini-
tially detecting one or more products in the input image, followed by categorizing the 
detected objects into predefined categories [27]. Moreover, regarding text-based details, 
there is a vast quantity of information accessible for various products, including titles 
and features or instructions on how to use them, as well as reviews from users who have 
previously purchased these products. In this study, in contrast to prior research utiliz-
ing language models for product category classification [26, 31], we utilize a generative 
large language model based on the Transformer’s decoder structure to map products to 
their corresponding categories. Additionally, unlike previous studies [26, 31] that pri-
marily focused on categorizing products into categories and subcategories, we extend 
this approach by performing category classification tasks at each level within a more 
sophisticated, five-level category system. We also perform the task of mapping products 
from different platforms into a unified category hierarchy. As mentioned above, classi-
fying various e-commerce products into a unified category system is a very important 
task for search engine services to provide users with accurate product searches and price 
comparison. To the best of our knowledge, we are the first to exploit LLMs to categorize 
diverse e-commerce products into a unified category system (e.g., Korean UNSPSC).

TC‑Llama 2
Llama 2  [6]represents a significant achievement in the field of NLP, offering unparal-
leled capabilities for generating and understanding human-like text. Llama-2-chat-7B, a 
variant of the Llama family known for its flexibility and performance in diverse applica-
tions, has been further enhanced by fine-tuning Llama 2 using Reinforcement Learning 
From Human Feedback with one million human annotations, making it a popular choice 
for customization in specialized domains. The open-source nature of these LLMs greatly 
facilitates customization, allowing for rapid adaptation to specific tasks and languages, 
which is essential in today’s fast-paced technological landscape [32, 33].
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As depicted in  Fig.  1, this study enhances TC-Llama 2, itself an advancement of 
Llama-2-chat-7B, by incorporating capabilities to generate technology business ideas 
and categorize products, building upon this foundational framework. We employed 
the Low-Rank Adaptation (LoRA)  [7] approach, targeting both Korean and English 
datasets and documents related to technical commercialization, aiming to increase its 
efficiency in this specific domain. Our training strategy involves two distinct datasets: 
the General Instruction(GI) dataset and a specialized dataset for technical commer-
cialization. The details in Table 1 provide basic statistics for each dataset. To enhance 
our model’s bilingual capabilities, we effectively conducted instruction tuning on these 
Korean-English datasets [34]. This approach involves standardizing the data, restructur-
ing sentences, and managing stop words, following the Alpaca  [35] instruction tuning 
format, which comprises ’instruction’ for the task, ’input’ with necessary information, 
and ’output’ as the task’s solution. To optimize training efficiency, we used LoRA, 

Fig. 1 Training Sequence Overview for TC-Llama 2: This diagram illustrates the multi-stage training process 
of TC-Llama 2. Initially, Llama 2 undergoes self-supervised learning with 2 trillion tokens. Subsequently, 
Llama2-chat-7B is fine-tuned using Reinforcement Learning, leveraging 1 million human annotations. Our 
methodology incorporates the publicly available Llama-2-chat-7B and a Korean-English General Instruction 
dataset, which we have compiled. The final stage involves utilizing the preprocessed Technology-Common 
Instruction dataset, specifically customized for technology-commercialization tasks, to implement TC-Llama 2

Table 1 List of text corpora and pre-processed data for TC-Llama 2

Dataset Size(K) Language Domain

OIG-small-chip2 210 English GI

OIG-small-chip2-kor 210 Korean GI

Databricks-dolly-15k-kor 15 Korean GI

Amazon 14 English TC

UNSPSC 20 Korean/English TC

Korean UNSPSC 122 Korean/English TC

Danawa 29 Korean TC

WIPSON 158 Korean TC

KIPRIS 45 Korean TC

NTIS 4 Korean TC

Total 828 GI + TC
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focusing on low-dimensional weight changes, thus reducing the parameter count for 
more effective model adjustment. Alongside LoRA, DeepSpeed  [36] was incorporated 
for its distributed learning, memory optimization, and mixed precision capabilities, uti-
lizing multi-GPU settings and FP16 precision. The training starts with the GI dataset, 
then progressed to the specialized technical commercialization dataset. This sequential 
approach refined the model for its final form, TC-Llama 2, which was inspired by Llama-
2–7b-chat’s training templates but adjusted input/output lengths to 2048 tokens for the 
Korean dataset, recognizing its higher token requirement compared to English.

Fine‑tuning datasets for GI‑Llama 2

The fine-tuning process begins with the General Instruction (GI) dataset, primarily 
aimed at augmenting the model’s proficiency in the Korean language. The GI dataset, 
encompassing 210,000 entries, integrates diverse corpora. Notably, it includes a sub-
set from the OIG dataset, a significant English corpus with around 43 million words of 
instructional content. This subset, named ’OIG-small-chip2’ (https:// laion. ai/ blog/ oig- 
datas et/), is specifically curated for high-quality instructional data. Furthermore, within 
the GI dataset, the ’OIG-small-Chip2-kor’ (https:// huggi ngface. co/ datas ets/ heegyu/ 
OIG- small- chip2- ko) represents a Korean translation of the OIG subset, accomplished 
using Google Translator. Another constituent dataset is ’databricks-dolly-15k-kor’ 
(https:// github. com/ nlpai- lab/ KULLM), translated into Korean via DeepL. These 
included datasets, comprising human-generated and Wikipedia content, cover a range 
of instructional tasks such as brainstorming, classification, both closed and open ques-
tion answering, generation, information extraction, and summarization.

Fine‑tuning datasets for TC‑Llama 2

After fine-tuning Llama-2-chat-7B and producing GI-Llama 2, we further fine-tune our 
model on specialized instructional dataset for technology-commercialization tasks. 
Through this fine-tuning process, we aim our model to understand complex details 
and relationships related to technologies and products. The raw dataset includes the 
Amazon(https:// www. amazon. com/) and Danawa(https:// www. danawa. com/) dataset, 
which aggregates diverse product information from online shopping platforms. We also 
used the UNSPSC(https:// www. unspsc. org/) dataset, an international product labeling 
system, along with its Korean counterpart(Korean UNSPSC). Unlike prior research [37] 
that directly used patent-product association data, we incorporated Korean patent 
information datasets, WIPSON(https:// www. wipson. com/ servi ce/ mai/ main. wips), 
KIPRIS(http:// www. kipris. or. kr/ khome/ main. jsp) from 2020 to 2023, focusing solely 
on patents without direct product associations. Also, we included NTIS(https:// www. 
ntis. go. kr/ ThMain. do) dataset, which is based on the National Science & Technol-
ogy Information Service’s data, including company and technology commercialization 
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information that is focused on technology research and product and company 
information.

From the collected dataset, we pre-processed the data and designed various tasks, 
including prediction, generation, translation, and summarization tasks for fine-tuning. 
The diversity of task is instrumental in mitigating the issue of catastrophic forgetting in 
the model, ensuring robust and versatile learning capabilities  [38, 39].   Table  2 shows 
the instruction tasks and datasets used for fine-tuning TC-Llama 2. Task selection was 
guided by a comprehensive review of instructional datasets and task generalization in 
NLP [13, 40–42], covering information extraction (Task 3.2.1, Task 3.2.2), title genera-
tion (Task 3.2.4), translation (Task 3.2.5), text completion (Task 3.2.6), summarization 
(Task 3.2.7), and explanation (Task 3.2.8). Furthermore, in consideration of our model’s 
focus on technology commercialization, we have developed Tasks 3.2.3, 3.2.4, and 3.2.5 
to capture category information, aligning with conventional NLP task structures. Our 
tasks incorporates insights from hierarchical product classification, a concept empha-
sized in recent research  [43, 44], which is fundamental for accurately understanding 
and navigating category structures for technology commercialization data. By incor-
porating this diversity of tasks, we aim to ensure that our fine-tuned model is not only 
robust but also highly relevant and effective for practical applications in technology 
commercialization.

Predicting information from commercialized companies

This pre-processed data format focuses on gathering and learning from data about com-
panies that have successfully commercialized certain technologies. This specific infor-
mation is not typically included in pre-trained language models. The data includes 
various details like the company’s name, its industry classification, and a list of its main 
products. The training involves a predictive task where the model learns to infer one type 
of information (like the list of products) from the others (such as the company name and 
classification). This method is designed to improve the model’s knowledge about how 
companies translate technologies into commercially viable products.

Table 2 List of instruction datasets for TC-Llama 2

 *Task refers to the corresponding section title 

Task∗ Size Dataset

3.2.1 2550 NTIS

3.2.2 1762 NTIS

3.2.3 55,900 Amazon, Danawa, Korean UNSPSC, UNSPSC

3.2.4 21,384 Amazon, Danawa, UNSPSC

3.2.5 6581 UNSPSC

3.2.6 85,904 Korean UNSPSC, UNSPSC, WIPSON

3.2.7 132,226 Amazon, Danawa, KIPRIS, Korean UNSPSC, WIPSON

3.2.8 85,110 Danawa, Korean UNSPSC, UNSPSC, WIPSON

Total 391,417
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Predicting commercialization from technology

This data format uses a method known as the ”chain of thought” to predict which tech-
nologies are likely to be commercialized. The model first breaks down the description of 
a technology into smaller categories, including technical aspects, key terms, and potential 
applications. Then, it uses this detailed breakdown to predict the likelihood of the technol-
ogy being commercialized and to identify potential companies related to it. This approach 
helps the model understand the intricate connections between specific technologies and 
their paths to market success.
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Category prediction across category structures

The category prediction task is structured to enhance the understanding of hierarchical 
category systems. In this setup, the model is presented with one level of a particular data 
source’s category hierarchy and is then required to generate the associated upper and lower 
categories. This task was specifically designed to deepen the model’s comprehension of 
various data source category structures. For each source, we customized the task to pre-
dict categories, aiming to enhance the model’s ability to navigate and understand diverse 
commercial classification systems. By encompassing diverse data sources, this approach 
broadens the model’s applicability and proficiency in handling various commercial data 
structures.

Category prediction from product features and descriptions

This category prediction task is designed to enhance understanding and connection 
between product features, descriptions, keywords, and their categories, particularly 
focusing on commercial products. Utilizing diverse data, this task is divided into two 
data formats. The first format generates a four-level category structure from given prod-
uct details, and the second part involves predicting product names, which is a higher 
level category of the given specific product details. Both formats aim to enhance the 
model’s understanding of product information and its ability to link products to their 
categories. When given a product description, the model’s task is to identify the correct 
category. This strengthens its capacity to associate product characteristics with specific 
category structures, making the information more accessible and coherent.



Page 11 of 31Yeom et al. Journal of Big Data          (2024) 11:100  

Translating with relationship of Korean and English categories

The translation task is designed to translate between English and Korean, particularly 
focusing on category structures and their descriptions. This task is important consid-
ering our training data for TC-Llama 2 includes the UNSPSC dataset, an international 
commodity classification system presented in English, and Korean UNSPSC dataset, 
which is built upon the UNSPSC framework. The synergy between these datasets in our 
translation task is expected to yield substantial benefits. By translating between these 
systems, TC-Llama 2 is trained not only in language conversion but also in understand-
ing and aligning different commercial classification structures. Through this task, we 
aim to significantly enhance TC-Llama 2’s effectiveness in interpreting and structuring 
complex category information across languages.

Sentence completion

For sentence completion task, diverse datasets are utilized to enhance descriptions 
of categories and inventions. This task aims to improve the model’s overall language 
process skills and also make the model accurately process and convey specific infor-
mational contexts. Specifically, completing categorical descriptions enhances the 
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model’s grasp of these categorizations, and completing invention descriptions aids in 
effectively linking invention related terms with technologies.

Text summarization task across diverse data sources

In this summarization task, we train the model to simplify complex information from 
different technology and commercial data sets. The goal is to teach the model to sum-
marize detailed information into concise and clear terms, whether it’s about pat-
ents, product classifications, inventions, or product features. This unified approach 
makes the model more adaptable in dealing with diverse informational contexts and 
steers the model to become specialized in conveying key aspects of technology and 
commercialization.

Understanding and generating descriptions

Text generation task is designed to improve TC-Llama 2’s ability in accurately under-
standing and generating descriptions across different data sets. The task focuses on 
comprehending and producing detailed descriptions relevant to each data set’s con-
text, whether it involves inventions or categorical data.

By training TC-Llama 2 on this task, the model is expected to develop a more 
refined skill in interpreting diverse information. This enhancement is particularly 
beneficial for applications in fields of technology commercialization where under-
standing the nuances of different categorization systems and the ability to describe 
inventions and technologies accurately are paramount.
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Evaluation methods
TC-Llama 2 is a fine-tuned LLM tailored for a broad range of technology-commercial 
applications. In order to validate its effectiveness as a technology-commercial language 
model, we have developed our own evaluation methods. We propose two methods for 
utilizing TC-Llama 2. The first method is using the output embedding of an input sen-
tence for classification tasks. The second method is related to in-context learning, which 
is a prompt engineering technique designed to generate sentences that are well-suited 
for downstream tasks.

Embedding mapping with LLMs

We propose how to utilize output token embeddings to perform classification tasks 
exploiting generative language models. Its quick inference time comes from not using 
the model to generate output responses. In addition, because a zero-shot inference is 
allowed, it has high generality. As an example of a classification problem, in this work 
we used mapping a product to multi-level category. In a standard classification method, 
the scores for each candidate class are evaluated beforehand, and the predicted class 
with the highest score as a result by converting the scores to probabilities (e.g., softmax). 
These methods cannot account for classes not included in the candidate classes. On 
the other hand, with our proposed method based on generative models, classification 
is possible even when given new categories. This method works by representing both 
product information and target categories as embeddings, and then calculating the simi-
larity between these embeddings for classification. Figure 2 illustrates the three methods 

Fig. 2 Overview of sentence embedding extraction methods
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by which a generative language model can compute sentence embeddings from input 
sentences. In contrast to traditional models like BERT  [2], which utilize [CLS] tokens 
to obtain sentence embeddings, our model operates on a decoder-based Transformer 
architecture and consequently does not incorporate [CLS] tokens. This necessitates a 
distinct approach to derive comprehensive sentence embeddings. Therefore, we con-
ducted experiments with mean pooling embedding [45–47], max pooling [46, 47], last 
token embedding [48, 49], based on prior research, to identify effective methods.

Sentence embedding of product and category description

In our approach, we utilize TC-Llama 2 to perform embedding-level similarity calcu-
lations for product category mapping. Product and category descriptions are fed into 
TC-Llama 2, which in turn produces output embeddings representing each product and 
category. These embeddings are produced for each token in the input sentence, contain-
ing contextually relevant information about the expected subsequent token. TC-Llama 
2 is designed to handle a fixed maximum token length, which is a hyperparameter in 
our model. Sentences shorter than this maximum are padded with zeros, ensuring uni-
form input length for consistent embedding generation. This zero padding precedes the 
input sentence, aligning it with the model’s required token length, thereby optimizing 
the embeddings for accurate product-category mapping.

e ∈ R
d denotes a output embedding of length d. f stands for TC-Llama 2.

For a given input sentence, we obtain an output embedding of TC-Llama 2 with a 
maximum token length. To obtain the sentence embeddings, we consider three differ-
ent processing methods. The initial method is to calculate the average of all the output 
embeddings.

N is denotes the max input token length. This is the most intuitive and straightforward 
way to calculate the embedding that can represent a sentence from the output embed-
dings. However, when computing the average, the output embeddings for zero padding 
are also computed. Thus, if the input sentences are short, they may include a consider-
able amount of noisy, irrelevant information. To mitigate this issue, we considered mask-
ing the zero-paddings, excluding it from the embedding average calculation.

t is defined as the index of the first input token (i.e, the next to the last of zero-padding). 
The last method we considered involves utilizing the output embedding of the last token. 
This is because TC-Llama 2, to compute this output embedding for the last input token 
eN = f (tN |t0, ..., tN−1) , needs to attend to all input sentences, thereby encapsulating the 
entire input sentence’s information.

(1)ei = f (ti|t0, ..., ti−1)

(2)Sall =
1

N

N∑

i=0

ei

(3)smasked =
1

N − t + 1

N∑

i=t

ei
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Embedding similarity for category mapping

We applied the similarity calculation of product description embeddings and cate-
gory description embeddings to categorize products into 4 (UNSPSC has 5) levels of 
categories. First, we extract the embedding of each sentence representing the unique 
4(5) level category combination for each data (Amazon, Danawa, and UNSPSC). 
Then, we extract the product embedding for each data by using the product name 
and description as sentences. We calculate cosine similarity between product and cat-
egory embeddings to assign products to categories.

s ∈ R
d and ŝ ∈ R

d denote a sentence embedding and the normalized one of length d, 
respectively. Ŝc denotes the matrix composed of normalized category embeddings, total-
ing M. ŝp denotes the normalized product embeddings.

Mapping products of various data to standard category

We propose a more advanced mapping method to categorize products from various 
data into a unified category system. In this study, we basically use UNSPSC’s Korean 
data as a unified category system and also use UNSPSC’s English data to improve 
accuracy. First, we extract the embeddings for the names and descriptions of the 
first-level categories (segment in UNSPSC) in the Korean and English UNSPSC data, 
respectively. Next, we compute the similarity of the product embedding to the first-
level category embeddings to identify the top R first-level categories with the highest 
similarity. We then compute the similarity of the product embedding to the last-level 
category embeddings (specific commodity in UNSPSC) belonging to the top R first-
level categories. This method effectively reduces the number of category embedding 
candidates for similarity computation, which helps increase accuracy.

ŝ1c represents a normalized level 1 category embedding. The set S̄1c corresponds to the 
top R normalized level 1 category embeddings, determined based on their similar-
ity with the normalized product embedding ŝ1p . The value of R is selected as one of the 
hyper-parameters.

(4)

slast = eN

(5)ŝ = s/|s|

(6)Ŝc = [ŝc1, ŝc2, ..., ŝcM]

(7)similarity(ŝp, Ŝc) = STc · ŝp

(8)Ŝ1c = [ŝ1c1, ŝ
1
c2, . . . , ŝ

1
cH ]

(9)S̄1c = {s̄1ci ∈ Ŝ1c : 1 ≤ i < j ≤ R, and ŝTp · s̄1ci > ŝTp · s̄1cj}
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Optimizing instruction using Iterative LLM‑based methods

In our approach to enhancing product name generation for identifying technology 
commercialization relationships, we employed a method that integrates automatically 
generated instructions using LLMs. This strategy was motivated by the effectiveness 
of black-box optimization methods in recent research [50, 51], where LLMs have been 
preferred over human input. In Figure 3, the process begins with the creation of an ini-
tial instruction using a basic prompt and straightforward initial conditions. Once this 
step is completed, the instruction, along with the resulting output from TC-Llama 2, 
is passed to GPT-4 for a thorough evaluation. GPT-4’s role is to analyze, critique, and 
subsequently refine the initial prompt. Based on GPT-4’s analysis, a new and improved 
prompt is crafted. The revised prompt undergoes a series of iterative cycles, successively 
refining the instructions and generating improved outcomes. The process continues 
until it results in a version that exhibits minimal change, even with further iterations. 
Through this method, we aim to continuously enhance the quality and relevance of the 
generated product names in the context of technology commercialization. In "Inference 
of Technology-Commercialization Relationships" section, the final instruction encapsu-
lates a variety of methods utilized in contemporary prompt tuning practices and adapt 
task-specific details that are specifically customized for the task at hand.

Experiments and results
Our performance validation consists of tasks that evaluate how well TC-Llama 2 gen-
eralizes to commercial applications after being fine-tuned on technical documents or 
commercially relevant information data using our instruction learning strategy. Using 
our two evaluation methods, we performed a total of four tasks, which can be broadly 
divided into evaluating the classification and generation performance of TC-Llama 
2. First, Task 1 5.1.1, Task 2 5.1.2, and Task 3 5.1.3 evaluate the classification perfor-
mance of TC-Llama 2 through product-category mapping tasks. Task 4 5.2 verifies the 

Fig. 3 Overview of generating instruction process. After obtaining the results of TC-Llama 2 through the 
initial instructions and conditions, the prompts and results are iteratively revised through GPT-4
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alignment of the model with the technology-commercialization relationship through the 
generation of relevant products according to the technology description.

Product to category mapping

For TC-Llama 2, the category mapping task goes beyond commercialization. This task 
is central to understanding the interplay between product categorization and technol-
ogy data, as the model has been trained with multi-tasking capabilities that encompass 
both commercialization and technology datasets. The effectiveness of category mapping 
is founded on its ability to synthesize detailed product attributes with expansive mar-
ket insights. By precisely categorizing products, TC-Llama 2 is equipped to uncover pat-
terns and trends within product innovation and technology integration, enabling a more 
informed and strategic approach to technology commercialization. For Task 1 and Task 
2, we evaluated the performance of product and category mapping on two e-commerce 
platforms, Amazon and Danawa. In Task 3, we selected 50 products from each plat-
form, all included in the UNSPSC, and undertook the task of aligning them with Korean 
UNSPSC categories. In Table 3, we reports the data statistics. We evaluated the classifi-
cation performance using Recall and Mean Reciprocal Rank (MRR) metrics for the top 
K product-category similarities. Recall is the percentage of the top K categories that con-
tain the correct category. MRR is the average of the reciprocal of the rank of the correct 
category in the top K categories. The higher the rank of the correct category, the closer 
the MRR is to 1. Both Recall and MRR have a range between 0 and 1. We set K to {10, 
20, 30} to evaluate performance. For each task, we report on one of the three sentence 
embedding methods, where TC-Llama 2 performs well at the overall level.

We measured the mapping performance not only for the last-level category, but also 
for the ancestor categories. The method we used is to first perform the mapping of the 
last-level categories, followed by comparing the higher-level categories of the top-K 
similar last-level categories with the corresponding higher-level categories of the correct 
answers. The bold values in Tables 4 through 10 denote superior performance metrics 
for TC-Llama compared to the conventional Llama model, enabling easier comparison.

Task 1. Amazon product to category mapping

We evaluate the performance of classifying products into multi-level categories on the 
Amazon dataset. In Table  4, we compare the performance between TC-Llama 2 and 
Llama 2. Ours performs better than Llama 2 at lower levels. At higher levels, ours has a 

Table 3 Data statistics at each task

Task Product (Last‑
level) 
category

Task 1 194 10,630

Task 2 1005 7032

Task 3 100 21,835
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slightly lower MRR, but recall is still relatively high. This implies that TC-Llama 2 is able 
to classify more accurately with more category information.

Task 2. Danawa product to category mapping

We evaluate the capability of TC-Llama 2 in classifying products into multi-level cat-
egories using the Danawa dataset. In Table 5, we compare the performance between 
TC-Llama 2 and Llama 2. In general, TC-Llama 2 surpassed Llama 2 in performance 
on the Danawa dataset, a Korean e-commerce dataset. This is due to our implementa-
tion of instruction learning on TC-Llama 2 with Korean data. However, despite this 
improvement, the overall absolute performance is still relatively low, indicating that 
more comprehensive training with Korean data is necessary. Additionally, we can 
argue that the difficulty of the task increased in Task 2, where the number of products 
to be evaluated was about five times higher than in Task 1, making it a more challeng-
ing task.

Task 3. Product to standard category mapping

We evaluate the performance of classifying products sampled from Amazon and Dan-
awa data into multi-level categories on the Korean UNSPSC. In Table 6, we compare 
the performance between TC-Llama 2 and Llama 2. In general, TC-Llama 2 outper-
formed Llama 2. Even in the last-level category, Llama 2 fails to map a one product 
correctly, while TC-Llama 2 outperforms, slightly. Despite this improvement, the 

Table 4 Multi-level categories mapping on the Amazon dataset

Embedding Level Model R@10 R@20 R@30 MRR@10 MRR@20 MRR@30

1 Llama 2 0.5258 0.6134 0.6753 0.4418 0.4418 0.4674
1 TC-Llama 2 0.5979 0.6340 0.6495 0.3060 0.3387 0.3387

2 Llama 2 0.4124 0.5052 0.5515 0.2740 0.2822 0.2822
Masking & 2 TC-Llama 2 0.4794 0.5103 0.5206 0.2764 0.2764 0.2815

Mean pooling 3 Llama 2 0.3093 0.3660 0.4021 0.2565 0.2617 0.2750

3 TC-Llama 2 0.3351 0.3660 0.4021 0.2628 0.2744 0.2795
4 Llama 2 0.0515 0.0979 0.1443 0.0593 0.0845 0.0900

4 TC-Llama 2 0.1649 0.2216 0.2629 0.0900 0.0982 0.0982

Table 5 Multi-level categories mapping on the Danawa dataset

Embedding Level Model R@10 R@20 R@30 MRR@10 MRR@20 MRR@30

1 Llama 2 0.0617 0.4637 0.6687 0.1133 0.3499 0.8395
1 TC-Llama 2 0.3652 0.4458 0.5980 0.1903 0.3525 0.5531

2 Llama 2 0.0030 0.0040 0.0070 0.0029 0.0029 0.0041

Last token 2 TC-Llama 2 0.0100 0.0348 0.0517 0.0065 0.0277 0.0386
embedding 3 Llama 2 0.0000 0.0000 0.0010 0.0000 0.0000 0.0033

3 TC-Llama 2 0.0010 0.0070 0.0159 0.0007 0.0155 0.0174
4 Llama 2 0.0000 0.0000 0.0000 0.0000 0.0000 0.0002

4 TC-Llama 2 0.0000 0.0000 0.0030 0.0002 0.0018 0.0054
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overall performance remains comparatively low. This is likely due to the number of 
last-level categories being twice as many as in Task 1 and three times as many as in 
Task 3, resulting in poor classification accuracy.

Task 3 with advanced mapping method

We repeated Task 3 with our advanced mapping method introduced in section 4.1.3. 
Furthermore, we noted subpar performance on the Danawa data in Task 2, leading 
us to segment the performance analysis by dataset. We added a method column to 
each of Table  4, 5 and 6. Method 1 is the same method for calculating embedding 
similarity that we used in Tasks 1, 2, and 3. Method 2 utilizes the first-level cate-
gory embeddings of Korean UNSPSC, and Method 3 utilizes the first-level category 
embeddings of English UNSPSC. In Table 7, the classification of Aamzon and Danawa 
products as a whole achieved the highest performance improvement across category 
levels in method 3. They outperformed Llama 2 in method 1, as well as TC-Llama 2 
in method 1. As shown in table 8, when we evaluate solely on Amazon data, there is 
a performance improvement of about 1.5 to 2 times compared to the overall results. 
Finally, in Table 9, we evaluate only Danawa, which is Korean data. From the results, 
we can tell that the performance of the model is comparatively lower than the overall 

Table 6 Multi-level Korean UNSPSC categories mapping on the two e-commerce dataset

Embedding Level Model R@10 R@20 R@30 MRR@10 MRR@20 MRR@30

1 Llama 2 0.24 0.63 0.85 0.0627 0.0886 0.0974

1 TC-Llama 2 0.29 0.66 0.85 0.0792 0.1045 0.1117
2 Llama 2 0.02 0.05 0.13 0.0058 0.0080 0.01135

Last token 2 TC-Llama 2 0.09 0.11 0.14 0.0289 0.0305 0.0318
embedding 3 Llama 2 0.01 0.03 0.03 0.0033 0.0047 0.0047

3 TC-Llama 2 0.05 0.05 0.05 0.0192 0.0192 0.0192
4 Llama 2 0.01 0.01 0.01 0.0033 0.0033 0.0033

4 TC-Llama 2 0.03 0.03 0.03 0.0158 0.0158 0.0158
5 Llama 2 0.00 0.00 0.00 0.00 0.00 0.00

5 TC-Llama 2 0.03 0.03 0.03 0.0158 0.0158 0.0158

Table 7 Multi-level Korean UNSPSC categories mapping on the two e-commerce dataset with the 
advanced methods

Embedding Method Level Model R@10 R@20 R@30 MRR@10 MRR@20 MRR@30

Last token emedding 1 1 Llama 2 0.24 0.63 0.85 0.0627 0.0886 0.0974

Last token emedding 3 1 TC-Llama 2 0.35 0.63 0.87 0.1302 0.1487 0.1580
Last token emedding 1 2 Llama 2 0.02 0.05 0.13 0.0058 0.0080 0.0114

Last token emedding 3 2 TC-Llama 2 0.12 0.16 0.19 0.0715 0.0738 0.0751
Last token emedding 1 3 Llama 2 0.01 0.03 0.03 0.0033 0.0047 0.0047

Last token emedding 3 3 TC-Llama 2 0.04 0.09 0.12 0.0047 0.0082 0.0094
Last token emedding 1 4 Llama 2 0.01 0.01 0.01 0.0033 0.0033 0.0033

Last token emedding 3 4 TC-Llama 2 0.04 0.04 0.04 0.0325 0.0325 0.0325
Last token emedding 1 5 Llama 2 0 0 0 0 0 0

Last token emedding 3 5 TC-Llama 2 0.04 0.04 0.04 0.0325 0.0325 0.0325
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performance. This indicates that there is still a need to improve the understanding of 
Korean language as compared to English. Additionally, we can see that method 2 out-
performs method 3 on Danawa data. We speculate that this result is due to method 
2’s utilization of first-level category information from the Korean UNSPSC.

Table 8 Multi-level Korean UNSPSC categories mapping on the Amazon products with the 
advanced methods

Embedding Method Level Model R@10 R@20 R@30 MRR@10 MRR@20 MRR@30

Last token embed-
ding

1 1 Llama 2 0.36 0.66 0.88 0.0889 0.1094 0.1183

Last token embed-
ding

3 1 TC-Llama 2 0.54 0.76 0.92 0.2184 0.2319 0.2382

Last token embed-
ding

1 2 Llama 2 0.10 0.24 0.30 0.0292 0.03759 0.0401

Last token embed-
ding

3 2 TC-Llama 2 0.22 0.28 0.40 0.1087 0.1123 0.1170

Last token embed-
ding

1 3 Llama 2 0.02 0.06 0.06 0.0067 0.0094 0.0094

Last token embed-
ding

3 3 TC-Llama 2 0.12 0.12 0.16 0.0715 0.0715 0.0715

Last token embed-
ding

1 4 Llama 2 0.02 0.02 0.02 0.0067 0.0067 0.0067

Last token embed-
ding

3 4 TC-Llama 2 0.08 0.08 0.08 0.0650 0.0650 0.0650

Last token embed-
ding

1 5 Llama 2 0.00 0.00 0.00 0.00 0.00 0.00

Last token embed-
ding

3 5 TC-Llama 2 0.08 0.08 0.08 0.0650 0.0650 0.0650

Table 9 Multi-level Korean UNSPSC categories mapping on the Danawa products with the 
advanced methods

Embedding Method Level Model R@10 R@20 R@30 MRR@10 MRR@20 MRR@30

Last token emedding 1 1 Llama 2 0.28 0.50 0.72 0.0589 0.0735 0.0817

Masking & Mean 
pooling

2 1 TC-Llama 2 0.20 0.58 0.98 0.0702 0.0978 0.1139

Last token emedding 1 2 Llama 2 0 0.04 0.04 0 0.0025 0.0025

Masking & Mean 
pooling

2 2 TC-Llama 2 0.14 0.14 0.26 0.0457 0.0457 0.0502

Masking & Mean 
pooling

1 3 Llama 2 0 0 0.02 0 0 0.0008

Masking & Mean 
pooling

2 3 TC-Llama 2 0.14 0.14 0.18 0.0397 0.0397 0.0411

Masking & Mean 
pooling

1 4 Llama 2 0 0 0.02 0 0 0.0007

Masking & Mean 
pooling

2 4 TC-Llama 2 0.02 0.02 0.02 0.0027 0.0027 0.0027

Masking & Mean 
pooling

1 5 Llama 2 0 0 0.02 0 0 0.0008

Masking & Mean 
pooling

2 5 TC-Llama 2 0.02 0.02 0.02 0.0027 0.0029 0.0027
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Inference of technology‑commercialization relationships

In the realms of product development, marketing, and customer support, accurately infer-
ring technology-product relationships is essential. Historically, this task has been managed 
through statistical learning and expert input. However, these traditional methods have 
inherent limitations: while statistical learning automates the process, it often struggles with 
the efficient processing of large-scale text data. Expert-based methods, on the other hand, 
offer accuracy but at a high cost and are hindered by the limited availability of experts.

The introduction of LLMs has marked a significant advancement in this area. LLMs, 
trained on extensive text corpora, have shown remarkable capabilities in accurately and 
efficiently inferring the intricate relationships between technologies and products. This 
leap forward is not just in terms of precision but also in processing efficiency.

Further leveraging the power of LLMs, the inference process has been refined to involve 
fine-tuning these models with specialized technology and product-related text data. This 
approach has not only facilitated the generation of innovative product ideas but also found 
diverse applications. It’s instrumental in product development, aiding in both ideation and 
enhancement; in marketing, it allows for precise customer segmentation and strategy for-
mulation; and in customer support, it enhances understanding and satisfaction.

To empirically validate the effectiveness of this LLM-based methodology, we embarked 
on a practical application: generating product names using NTIS technology project data. 
The process was further optimized using prompt tuning, a technique that refines the 
LLM’s output without the need for additional extensive training. By employing instruc-
tions generated through ChatGPT, we were able to maximize the LLM’s inherent under-
standing of technology-product relationships. This not only tested the model’s efficacy 
but also demonstrated its potential to spawn viable business ideas and product concepts.

Data preprocessing

In our instruction of technology-product generation task, we utilized the NTIS table as 
our primary dataset, which contains detailed project information. The key columns from 
this table, such as ”Project Name, Research Objectives, Research Content, and Expected 
Effects,” were specifically chosen to provide a comprehensive understanding of each tech-
nology project. The main objective of this task was to generate rational and diverse out-
puts without a definitive answer key for specific product names. For evaluation purposes, 
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we included temporary labels for commercialization names and content. A significant 
step in our methodology was the removal of recurrent stopwords (e.g., x000D) from the 
dataset using regular expressions to enhance data quality. We observed that inputs in a 
short-answer format were more effective than paragraph-style formats, leading us to adopt 
this approach for better performance. For evaluating the effectiveness of our technology-
product generation task, we randomly sampled 50 technology project datasets from our 
chosen dataset. It’s important to note that all data, including instructions, were kept within 
the maximum input length of 2048 tokens to fit the model’s constraints. This comprehen-
sive approach allowed us to efficiently and effectively generate outputs that offer practical 
insights into the relationship between technology and potential product development.

Instruction format

In study on inferring technology-product relationships, we utilized prompt tuning to 
enhance the performance of a language model without requiring further training. This 
process began with creating an initial prompt, which was then inputted into the model. 
The output was analyzed, and the prompt was iteratively modified to improve results. A 
significant step involved assigning the model the role of ”an expert in commercializing 
research projects,” which helped in generating more purposeful outputs. Additionally, 
specifying the number of product examples in the prompts led to higher quality results. 
We also acknowledged the token limitations of ChatGPT, incorporating cautionary 
notes to address potential content truncation. We discovered that prompts that initially 
focused on generating business ideas and subsequently on products were more effective, 
highlighting the intricate link between business strategy and product development.

Qualitative analysis

In this section, we present the qualitative analysis results for the generated technology-
product outputs. We conducted a qualitative analysis of 50 outputs generated using 
prompts. The results were categorized into well-executed, average, and poorly executed 
cases, showing a distribution ratio of 3:1:1, respectively. For well-executed cases, the 
product names were described in a stable format, and the generated results were mostly 
related to the technology. In average cases, while the output was somewhat related and 
maintained a stable format, it occasionally included unintended content or lacked speci-
ficity. Poorly executed cases involved repetitive use of the same words, phrases, or clauses 
(such as repeating the same product name or instruction) or generating product names 
unrelated to the technology, indicating a misunderstanding of the instructions. During the 
error case analysis, it was observed that when input data was unclear or lacked detailed 
content (e.g., generic, basic information, or insufficient description of the technology), 
the quality of the output correspondingly decreased, often leading to less accurate or 
relevant data. Although these outputs sometimes generated names similar to commer-
cialized products, there was a noticeable difficulty in generating specific product names. 
In conclusion, our methodology enabled the generation of diverse and applicable busi-
ness and product ideas across various industries and technologies, surpassing the capa-
bilities observed in simple query-based generation methods. This study demonstrates the 
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potential of LLMs in bridging technology and products, providing a structured approach 
to prompt tuning that enhances the generation of innovative business and product ideas.

The below Task 4 example provides a specific example that underscores the technology 
commercialization capabilities of our model. Task 4 example introduces the development of 
heat-blocking blinds with ATO nano ultrafine powder. It describes the increase in infrared 
reflectivity and energy efficiency, which is expected to open up the market for heat-blocking 
blinds and expand the export market. Task 4 does not have an explicit label, but we used it as 
a pseudo-label because there is a commercialization of the technology. The content is detailed, 
specific, and clear, and the model results show various types of blackout blinds and combirolls.
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Quantitative analysis using LLM‑based evaluation

To further verify the results, we have expanded our quantitative analysis by incorporat-
ing evaluation with GPT-4. Given the nature of our task, which involves generating com-
mercially viable product ideas from technical research information using the capabilities 
of LLMs, there is no gold label. Therefore, conventional metrics such as BLEU [52] and 
ROUGE  [53] are not suitable as these measures have been demonstrated to exhibit a 
comparatively weak correlation with human judgments, particularly for tasks that 
require diversity and creativity. Thus, our experiment was designed to follow an LLM-
based evaluator, which has been known to be a promising evaluation method for gen-
erative tasks  [54–56]. This evaluation was specifically aimed at exploring the potential 
effectiveness of our model in offering insights into technology commercialization. 
Inspired by Liu et al.  [54], we designed three evaluation prompts: Relevance, Clearness, 
and Completeness, and the scores are detailed in  Fig. 4. Among the criteria mentioned 
in prior research on LLM evaluation [54, 57], we selected these as the most appropri-
ate for assessing the quality of product ideas generated in the context of technology 
commercialization.

Relevance: Generated product ideas should be pertinent to the provided technical 
research information, enhancing their feasibility and value in the context of generating 
commercially viable ideas.

Clearness: Responses should be understandable and clearly expressed. High clearness 
indicates that the generated text is free of ambiguity, thus possessing a high degree of 
practical utility.

Completeness: Generated product ideas should be sufficiently detailed and compre-
hensive. Completeness ensures that the generated ideas cover all necessary aspects 
thoroughly.

The scores range from 1 to 5, and we provide the evaluation prompts in the Appen-
dix. We compared the performance of TC-Llama 2 and GI-Llama 2, assessing whether 
our model is fine-tuned to the technology commercialization data appropriately. Due to 
output instability in different languages, Llama2 was excluded from these experiments, 

Fig. 4 GPT-4 evaluation results: Comparing TC-Llama 2 and GI-Llama 2 across Relevance, Clearness, and 
Completeness on a scale of 1 to 5. The results consistently show that TC-Llama 2 outperforms GI-Llama 2 in all 
metrics, highlighting its superior effectiveness in technology commercialization
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focusing our analysis on more stable model outputs. It is important to clarify that GI-
Llama 2, developed as the first step of of our model, was specifically designed to enhance 
the model’s bilingual capabilities in Korean and English. The results demonstrate that TC-
Llama 2 consistently outperforms GI-Llama 2 across all evaluations. This supports our 
assertion of the model’s effectiveness in the domain of technology commercialization.

Quantitative analysis on predicting commercialization from technology

In addition to the GPT-4 evaluations, we conduct another experiment by utilizing the 
test dataset from Section 3.2.2, “Predicting Commercialization from Technology” task. 
This experiment aimed to validate the model’s capacity of identifying and predict-
ing technology-commercialization relationships effectively. To further test our model 
under conditions mirroring practical deployment, we utilized metrics commonly used 
in language translation and summarization, including ROUGE  [53], BLEU  [52], and 
METEOR  [58] scores, adjusted to accommodate the specific challenges of our task. 
Results, shown in  Table  10, indicate that TC-Llama2 significantly outperforms GI-
Llama2, affirming our model’s specialized effectiveness in technology-commerciali-
zation contexts. Due to output instability in different languages, Llama2 was excluded 
from these experiments.

Conclusion
In this study, we have demonstrated the capabilities of TC-Llama 2, a fine-tuned LLM, in 
enhancing technology commercialization processes. Our approach entailed the develop-
ment and application of LLMs for intricate tasks such as product to category mapping, 
technology-product relationship inference. The model, with its advanced tuning meth-
ods and training on diverse datasets, showed superior performance over base models, 
particularly in handling complex category systems and generating contextually coherent 
text. The innovative use of embedding mapping and iterative instruction-based refine-
ment further augmented the model’s efficiency and applicability, illustrating the poten-
tial of LLMs in bridging technology and commercialization. This research sets a new 
milestone in LLM applications, contributing significantly to natural language processing 
and opening new avenues for AI in technology commercialization and related fields.

Table 10 Performance Comparison on Section 3.2.2 test dataset

 All scores are in the range between 0 and 1, with higher being better. The higher scores are marked in bold. TC-Llama 
significantly outperforms GI-Llama

Metrics GI‑Llama 2 TC‑Llama 2

ROUGE-1 0.2202 0.3375
ROUGE-2 0.0701 0.1760
ROUGE-l 0.1272 0.2060
BLEU-1 0.1327 0.2260
BLEU-2 0.0729 0.1639
BLEU-3 0.0479 0.1296
BLEU-4 0.0317 0.0986
METEOR 0.1268 0.2579
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Appendix
Example prompts

The below are the three prompts used in the GPT-4 evaluation experiment. To facil-
itate understanding of the Korean prompts, we have also included translated versions 
in English.

Prompt for relevence evaluation

Translated version
Instructions:
You will evaluate business and product ideas based on the commercialization of the 

given research project. Focus on a single criterion when evaluating. Carefully read and 
understand the instructions, and refer to this document as needed during the evaluation.

Evaluation Criterion:
Relevance (1-5) - Evaluate the collective quality of all sentences as well as the degree of 

information connection. This criterion matches the question of structure and relevance 
by DUC that states, ”Summaries must be well structured and organized, and not merely 
a list of related information, but a coherent body of information on the topic.

Evaluation Procedure:

1. Carefully read the research document and identify the main topics and key points.
2. Read the business idea and compare it with the research document. Check whether 

the business and productization ideas cover the main themes and key points of the 
research project, and ensure they are clear and logical.
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3. According to the evaluation criteria, score relevence on a scale from 1 to 5. 1 is the 
lowest score, and 5 is the highest score.

Example:
Research: {Document}
Business Idea: {Business Idea}
Evaluation Results (scores only):
- Relevence: 
 Prompt for clearness evaluation

Translated version
Instructions:
You will evaluate business and product ideas based on the commercialization of the given 

research project. Focus on a single criterion when evaluating. Carefully read and under-
stand the instructions, and refer to this document as needed during the evaluation.

Evaluation Criterion:
Clearness (1-5) - Assess how clearly the proposed business and productization ideas are 

expressed. This criterion includes how easy the ideas are to understand, how clear their pur-
poses are, and the degree to which they are free from unnecessary confusion or ambiguity.

Evaluation Procedure:

1. Carefully read the research document and identify the main topics and key points.
2. Read the proposed business idea and compare it with the research project document. 

Ensure that the business and productization ideas are presented in a manner that is 
clear and easy to understand.
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3. Evaluate how clear the expression of the idea is, and whether it can be understood 
directly without any unnecessary confusion or ambiguity. Score the clearness on a 
scale from 1 to 5, where 1 is the lowest score and 5 is the highest score.

Example:
Research: {Document}
Business Idea: {Business Idea}
Evaluation Results (scores only):
- Clearness: 
Prompt for completeness evaluation

Translated version
Instructions:
You will evaluate business and product ideas based on the commercialization of the given 

research project. Focus on a single criterion when evaluating. Carefully read and under-
stand the instructions, and refer to this document as needed during the evaluation.

Evaluation Criterion:
Completeness (1-5) - Assess the technical and structural completeness of the proposed 

business and productization ideas. Completeness includes the technical feasibility, efficient 
use of resources, and the final usability of the product or service, and whether technical con-
straints or lack of resources compromise the product’s completeness.

Evaluation Procedure:

1. Carefully read the research document and identify the main topics and key points.
2. Review the proposed business idea to see how it covers the main topics and key points 

of the research project, and check if the idea has completeness.
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3. According to the evaluation criteria, score completeness on a scale from 1 to 5. 1 is the 
lowest score, and 5 is the highest score.

Example:
Research: {Document}
Business Idea: {Business Idea}
Evaluation Results (scores only):
- Completeness: 
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