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Abstract 

With the growing complexity of data structures, which include high-dimensional 
and multilabel datasets, the significance of feature selection has become more 
emphasized. Multilabel feature selection endeavors to identify a subset of features 
that concurrently exhibit relevance across multiple labels. Owing to the impracticality 
of performing exhaustive searches to obtain the optimal feature subset, conventional 
approaches in multilabel feature selection often resort to a heuristic search process. In 
this context, memetic multilabel feature selection has received considerable atten-
tion because of its superior search capability; the fitness of the feature subset created 
by the stochastic search is further enhanced through a refinement process predicated 
on the employed multilabel feature filter. Thus, it is imperative to employ an effective 
refinement process that frequently succeeds in improving the target feature subset 
to maximize the benefits of hybridization. However, the refinement process in conven-
tional memetic multilabel feature selection often overlooks potential biases in feature 
scores and compatibility issues between the multilabel feature filter and the sub-
sequent learner. Consequently, conventional methods may not effectively identify 
the optimal feature subset in complex multilabel datasets. In this study, we propose 
a new memetic multilabel feature selection method that addresses these limitations 
by incorporating the pruning of features and labels into the refinement process. The 
effectiveness of the proposed method was demonstrated through experiments on 14 
multilabel datasets.
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Introduction
With the rapid advancement of data analysis technology, big data has become a 
crucial asset in various fields, such as healthcare [1], finance [2], and cybersecurity [3]. 
Consequently, the complexity of those data has increased; they not only contain many 
patterns and features but also comprise multiple labels for each pattern [4]. Multilabel 
classification aims to assign specific patterns to multiple labels that may have beneficial 
dependencies for improving the classification accuracy [5]. Many real-world problems, 
such as image annotation [6], text categorization [7], protein function prediction [8], and 
music information retrieval [9], can be formulated as multilabel classification problems. 
We let D = {(x1,Y1), . . . , (x|D|,Y|D|)|xi ∈ R

d ,Yi ∈ P(L)} be a training set, where xi and 
P(L) denote the pattern and power set of the label set L = {l1, . . . , l|L|} , respectively. For 
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instances where xu /∈ D , the optimal label combination Y ∗ = arg maxY∈P(L) h(xu,Y ) 
is identified, wherein h(·, ·) is a function designed to assess relevance between a 
pattern and a label combination [5, 10, 11]. Because these labels frequently exhibit 
interdependencies, known as label dependency, wherein the presence of one label can 
affect the relevance or presence of another, h(xu,Y ) can be computed more precisely by 
considering label dependency, thereby improving the classification accuracy [12].

The classification accuracy can be further improved by excluding noisy features 
through multilabel feature selection (MLFS) as it can prevent confusion in h(·, ·) 
calculations [13]. We let S ⊂ F  be a feature subset comprising the n most important 
features in a feature set, F = {f1, . . . , f|F |} (n ≪ |F |) [14]. Because labels can be 
interdependent, selecting features relevant to multiple labels simultaneously can 
improve S. Thus, exploiting those label dependencies among 2|L| label combinations is 
preferable in MLFS. In practice, assessing all possible feature subsets is infeasible as the 
size of the search space becomes 2|F | . To overcome this challenge, conventional MLFS 
methods often employ a heuristic evolutionary search, which is particularly effective 
for navigating vast search spaces owing to its population-based search strategy [15–17]. 
Specifically, it involves generating candidate feature subsets and iteratively improving the 
fitness of these candidates through evaluations by a subsequent learner. Furthermore, 
recent advancements have significantly improved the search capabilities of classical 
evolutionary MLFS by integrating an effective refinement process [18, 19]. This process 
improves the candidates by replacing less important features with more important 
ones, which are determined through a scoring function, such as the mutual information 
between features and labels [20, 21]. In particular, to exploit the label dependencies, the 
score function often directly measures the relevance of each feature to L by summing up 
the conditional dependencies between the feature and label combinations.

The refinement process leverages the score function to prioritize the important 
features to include in S, thereby effectively eliminating the consideration of irrelevant 
features during the search process [22, 23]. However, score aggregation across all label 
combinations may overlook the relevance of each feature to specific label combinations 
with high uncertainty. Consequently, features that are highly relevant to these label 
combinations may be neglected during the refinement process, resulting in the 
exploration of feature subsets with lower fitness until the algorithm terminates. This 
is triggered by the inability to further reduce the uncertainty associated with the label 
combinations of high uncertainty. Moreover, the score function and subsequent learner 
are often incompatible, making feature subsets less effective for learners. As a result, 
these limitations can lead to select less effective feature subsets in multilabel datasets, 
thereby reducing the performance of the subsequent learner.

To address these limitations, this paper presents a simple yet effective memetic MLFS 
method that incorporates a pruning mechanism for both features and labels from the 
refinement process. From the perspective of labels, the proposed method first identifies 
a label combination Z with high uncertainty given by a candidate S and then prunes the 
remaining labels from the refinement process. Specifically, the proposed method sorts 
the labels in descending order of accuracy and includes labels with lower accuracy than 
the most significant difference in accuracy between two successive labels in Z. This 
causes the algorithm to focus on Z, thereby preventing a potential bias in the score 
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calculation by the employed filter. Next, the algorithm addresses the compatibility issue 
by identifying features only from S′ �= S that yield a low uncertainty for Z, where S and 
S′ are members of population P. Thus, the features in F − S′ are pruned, and only the 
features in S′ that have been confirmed to yield a low uncertainty for Z are considered 
in the refinement process. To validate the effectiveness of the proposed method, we 
conducted empirical experiments and statistical tests on 14 multilabel datasets. All 
datasets and source codes are available at https://​github.​com/​miner​code6​25/​PLCFS. The 
contributions of the proposed method are as follows:

•	 A novel memetic MLFS method is introduced, which includes a pruning mechanism 
for both features and labels during the refinement process.

•	 To address overlooked label dependencies and biases in score calculation, the 
proposed method identifies label combinations with high uncertainty and prunes the 
remaining labels from the refinement process.

•	 To resolve compatibility issues between the employed filter and the subsequent 
learner, the proposed method selectively prunes features that are irrelevant to the 
label combination with high uncertainty, as evaluated by the learner.

•	 The effectiveness of the proposed method is validated through empirical experiments 
on 14 multilabel datasets, demonstrating its superior performance compared to 
state-of-the-art MLFS methods.

Related works
MLFS methods can be classified into two main categories: filters and wrappers. Filter 
methods use the mathematical relationships between features and multiple labels to 
assess the importance of each feature. Subsequently, they select the top n features based 
on the importance scores of various criteria, such as information theory, for each fea-
ture. A mutual information-based label-distribution MLFS method was proposed by 
Qian et  al. [24], which introduced label-distribution learning for MLFS for practical 
applications in which each instance can have a different relative significance to multi-
ple labels. Additionally, a generalized entropy approximation for cardinality was pro-
posed and applied for MLFS [25]. Moreover, label dependency was categorized into label 
independence, redundancy, and supplementation to identify features that provide con-
siderable information regarding one label and others through categorization [26]. Fur-
thermore, a new feature relevance term in the criterion was devised by weighting the 
relevance of each feature [27]. A fuzzy mutual information-based MLFS was proposed 
to combine label dependency and streaming labels [20]. The concepts of label gain and 
mutual aid were introduced to measure the internal influence of the label space by con-
sidering the label dependency [21]. However, these methods produce different results 
depending on the cardinality of the entropy calculation [25]. Additionally, their classi-
fication performance is limited owing to the absence of interaction with the subsequent 
learner.

Recent studies have employed various optimization-based approaches for MLFS, 
including manifold learning, graph-based feature selection, and metaheuristic optimiza-
tion. For instance, one study projected original data onto a low-dimensional manifold 
space, preserving the essence of real labels while constructing a pseudo-label matrix [28]. 

https://github.com/minercode625/PLCFS
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In the manifold learning paradigm, sparse coefficients for MLFS were derived by using 
an objective function that integrates manifold regularization and dependence maximi-
zation [29]. Furthermore, the correlation between labels was assessed through iterative 
optimization to refine the label distribution [22]. To address the label dependency and 
imbalanced label distribution, a global and local label correlation-based MLFS was pro-
posed, which employs a shared latent space [30]. By approaching MLFS as a bipartite 
graph-matching problem, the correlation between features and labels was quantified 
using edge weights to facilitate MLFS solution [31]. Additionally, metaheuristic search 
methods, such as ant colony optimization, have been considered, which conduct evo-
lutionary searches based on feature redundancy and label relevance, thereby bypassing 
explicit learners [32]. This approach was further refined by incorporating temporal dif-
ference reinforcement learning to adjust the heuristic function dynamically [33]. Despite 
their efficacy, these methodologies may fail to capture label dependencies, necessitat-
ing extensive hyperparameter tuning and incurring extensive computational costs when 
constructing feature-label graphs. Recently, an effective pre-elimination strategy and sta-
tistically inspired crowding distance were proposed to enhance the search capability of 
the multimodal multi-objective genetic algorithm for MLFS [34].

Wrapper methods employ a subsequent learner, such as a multilabel naive Bayes clas-
sifier [11], to evaluate the fitness of candidate feature subsets [35]. Among the various 
approaches to wrapper methods, the population-based evolutionary search method has 
been demonstrated to be effective [36]. For instance, a genetic algorithm initializes each 
candidate as a binary string, depending on the selection of features [11]. Subsequently, 
the algorithm assesses the fitness of each candidate using a learner. Candidates for the 
next generation are selected based on their evaluated fitness, and new candidates are 
generated through random recombination. Meanwhile, several studies have exploited 
particle swarm optimization (PSO) to address multi-objective challenges in MLFS. 
These studies primarily focused on optimizing performance metrics and reducing the 
number of selected features [12]. For instance, an adaptive uniform mutation was intro-
duced that controls the mutation probability over iterations, and a local search strategy 
based on differential learning was proposed. Furthermore, a decomposition-based PSO 
algorithm for MLFS was proposed to effectively handle the trade-off between multiple 
objectives [15]. Meanwhile, a simple yet effective MLFS method employing non-selec-
tion and selection operators was developed to filter unnecessary features while simul-
taneously analyzing the important ones efficiently [17]. A novel initialization strategy of 
the population was proposed to enhance the search capability of the genetic algorithm 
for MLFS [37]. The proposed initialization strategy was based on the mutual informa-
tion between features and labels, calculating a probability distribution of the features 
for the initial population. These wrapper methods often perform better than the filter 
methods because they interact directly with subsequent learners [35]. However, these 
methods incur considerable computational costs to identify the optimal feature subset 
and exhibit unstable results over several runs owing to their randomness. To provide 
a clearer understanding of the differences between the filter and wrapper methods in 
MLFS, a comparative explanation is presented in Table 1. The table highlights the key 
differences between the two approaches in terms of the evaluation strategy, computa-
tional complexity, interaction with learning algorithms, and stability.
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Contemporary studies have adopted hybrid approaches that hybridize an evolu-
tionary feature wrapper and a filter by directly adding or removing features from the 
candidates evaluated using the filter method. For instance, an improved genetic algo-
rithm was combined with mutual information for the feature selection in gene expres-
sion data [38]. Moreover, the search capability of a binary ant-lion optimizer was 
improved using the rough set theory and conditional entropy [39]. To enhance the 
detection of the coronavirus disease 2019 using computed tomography images of the 
chest, a novel hybrid feature selection method was introduced that employs several 
genetic algorithms initialized through multiple filters [18]. An effective feature selec-
tion method that integrates beam search, genetic algorithm, and cuckoo search was 
proposed, specifically targeting heterogeneous multilabel datasets [23]. Because this 
method hybridizes more search strategies than conventional hybrid methods, the issue 
of compatibility between these strategies can become more critical. Furthermore, for 
multilabel text categorization, an information theory-based score function was inte-
grated into a memetic MLFS without traditional problem transformation techniques 
[40]. In an effort to reduce the computational demands of the search process, an arti-
ficial immune optimization algorithm with a Fisher score has been proposed [19]. In 
the cybersecurity domain, a new approach for hybrid feature selection was proposed 
based on an extreme learning machine and a genetic algorithm for intrusion detec-
tion [41]. Despite these advancements, the classification efficacy of these methods 
remains constrained owing to the oversight of label dependency during the evaluation 
by a subsequent learner. To address this gap, the concept of label complementarity was 
introduced, marking a significant step toward an effective MLFS technique [42]. This 
method aims to refine the interactions among multiple subpopulations by leveraging 
the evaluation information to generate label combinations. Additionally, an enhanced 
communication strategy was proposed to prevent the generation of redundant solu-
tions by incorporating a hybrid filter process [43]. Regarding the importance of label 
dependency, an effective method was proposed that combines a PSO algorithm with a 
sparse learning method to exploit the label dependency and avoid local optima during 
the search process [44]. However, despite recognizing the importance of label depend-
ency, these methods do not fully leverage their potential to reduce the uncertainty 
associated with specific label combinations effectively.

Table 1  Comparison of the filter and wrapper methods used for MLFS

Criteria Filter methods Wrapper methods

Evaluation strategy Uses mathematical relations between 
features and multiple labels

Evaluate the fitness of candidate feature 
subsets using a specific learner

Computational complexity Less complex due to independence 
from learners

High complexity due to iterative search 
and dependence on a learner

Interaction with learner Limited interaction, which may lead 
to sub-optimal feature subsets for a 
specific learner

Direct interaction, usually resulting in 
better performance

Label dependency handling Limited ability to handle label 
dependency

Better handling of label dependency 
when using multilabel learners

Stability Less affected by randomness May exhibit stability issues due to the 
randomness of search methods
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Proposed method
Motivation

In the field of MLFS, it is well-known that effective exploitation of label dependency 
determines the success of MLFS. A set of features may simultaneously reduce the uncer-
tainty of multiple labels. Hence, a final feature subset S, where |S| = n (n ≪ |F |) , com-
prising those features, would lead to a superior classification accuracy of the subsequent 
learner. To identify the best feature subset, the algorithm must verify 2|F | feature subsets. 
Because this task is infeasible in practice, the algorithm may employ a heuristic search 
strategy that generates candidate feature subsets and then improves the fitness of the 
incomplete solutions. In this paper, we considered a memetic search that enhances the 
stochastic global search capability of the evolutionary process using a greedy multilabel 
feature filter that considers label dependency. Figure 1 presents a schematic overview of 
the proposed method with the effective refinement of feature subsets.

During the evolutionary process, population P comprises a set of candidate feature 
subsets. According to the selected features, each feature subset will yield different 
discrimination power on each label; a set of labels whose uncertainty is still high may 
exist, resulting in lower accuracy for the subsequent learner. To improve fitness, the 
uncertainty of these labels should be reduced by modifying the feature members. In 
this case, conditioning by the target feature subset to be modified, including new fea-
tures dependent on labels of high uncertainty, denoted by Z, will be a rational choice 
for the algorithm. Because this process can take too long owing to the stochastic 
nature of the evolutionary process, a filter method can be employed to identify fea-
tures from F\S directly. This process, known as the refinement process, can improve 
the fitness of the feature subset and is the main advantage of memetic search over 
classical evolutionary search. However, conventional memetic MLFS suffer from two 
issues.

In conventional feature-filter methods, the merit or score of the new features to be 
included is calculated by summing up all the possible conditional dependencies between 
the features and label combinations. Thus, the algorithm attempts to reduce the uncer-
tainty of all labels, not a specific label combination; i.e., the uncertainty of labels with low 
accuracy is implicitly reduced. Consequently, the score value can be biased to Zc = L\Z , 
particularly when |Z| ≪ |Zc| , neglecting the features that are highly dependent on Z. 
To circumvent this issue, the algorithm may prune Zc from the refinement process. For 
this purpose, we consider a simple pruning process based on the accuracy value of each 
label. Given labels {ls1, l

s
2, · · · , l

s
|L|} sorted in descending order of accuracy, we let k be the 

index of the most significant difference in accuracy between two successive labels [45]. 
The algorithm then identifies labels with a lower accuracy than lsk as Z = {lsk+1, · · · , l

s
|L|} , 

which requires O(|L| log |L|) computation for sorting and O(|L|) to identify Z.
The next issue is the incompatibility between the multilabel feature filter employed for 

the refinement process and the employed learner, as features considered good from the 
viewpoint of the filter can be meaningless features from the viewpoint of the employed 
learner. It should be noted that employing the learner directly in the refinement pro-
cess can be ineffective because it can lead to the exhaustive consumption of the limited 
computational costs, such as fitness function calls (FFCs), resulting in early algorithm 
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stops with rough feature subsets in the population P. To address this issue, we consider 
a strategy that exploits the feature subsets S′ �= S in P whose contribution to specific 
label combinations from the viewpoint of the learner has already been verified through 

Fig. 1  Schematic overview of the proposed method comprising pruning and refinement processes
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a fitness evaluation. The proposed algorithm first exploits a feature subset, S′ , in P with 
the highest average accuracy for the labels in Z. The filter then ranks the features in S′ 
based on their relevance to Z. Finally, the features with the highest relevance are intro-
duced into S. This process can be viewed as a pruning process on features because the 
features in F \ S′ are ignored from the refinement process. It is noteworthy that any mul-
tilabel feature filter that ranks candidate features and considers label dependencies can 
be applied here.

Algorithm 1  Proposed Algorithm

Algorithm 2  Pruning(S)

Algorithm

Table 2 summarizes the terms used in the proposed method, and Algorithm 1 pre-
sents its pseudocode. As the input parameters, the proposed method obtains the 
target multilabel dataset D, the maximum number of feature subsets m, and the 
maximum feature subset size nmax . The FFCs v, which is the maximum allowed 
number of evaluations performed by a subsequent learner, is used as the termina-
tion condition. The proposed method performs a search process until the available 
FFCs are exhausted. First, it initializes a population P of m feature subsets (Line 1). 
Thereafter, each feature subset randomly selects nmax features based on a uniform 
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distribution. The m initialized feature subsets are evaluated based on their consump-
tion of m FFCs (Lines 2 and 3). Specifically, the classifier predicts a label combi-
nation for each pattern by learning based on each feature subset. Furthermore, the 
classifier measures the accuracy of each label rSl  and the evaluation metric across 
the label. An empty population N is created to store the reproduced feature subsets 
(Line 5). After the evaluation, the tournament selection algorithm [46] selects a fea-
ture subset S to reproduce new feature subsets. The pruning process determines Z 
and S′ corresponding to the selected S, as described in Algorithm 2 (Line 7). There-
after, new feature subsets are created using the proposed crossover and mutation, 
as described in Algorithms 3 and 4 (Lines 8 and 9). The reproduced feature subsets 
are stored in N and are evaluated, and the number of spent FFCs u increases by |N | 
(Line 10 and 11). Additionally, P includes the reproduced feature subsets, and the m 
feature subsets with the highest evaluation scores are retained in P (Lines 12 and 13). 
Finally, the best feature subset, Sg , in P is stored and obtained after the algorithm 
terminates (Line 14).

Algorithm 3  Crossover(S, S′ , Z)

Table 2  Notations used in the proposed method

Term Meanings

D Multilabel dataset

F Feature set in D, F = f1, · · · , f|F|

L Label set in D, L = l1, · · · , l|L|

Y Label combination, Y ∈ P(L)

Z Label combination with high uncertainty, Z ∈ P(L)

nmax Number of features to be selected

P Population of the feature subsets

m Population size, representing the number of feature subsets

S Feature subset of F, |S| ≤ n

Sg Optimal feature subset of the population

rSl
Accuracy for label l by learning S

u Number of spent FFCs

v Maximum number of FFCs allowed
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Algorithm 4  Mutation(S, Z)

Algorithm 5  Filter(S, L, n)

Algorithm  2 presents the pseudocode for the label pruning process, which deter-
mines Z and S′ corresponding to the S selected via tournament selection. All labels in 
L are sorted in descending order of individual accuracy measured by the subsequent 
learner using the selected features in S (Line 1). The algorithm then calculates the dif-
ferences in accuracy between two consecutive labels, and the location with the larg-
est difference is stored as k (Line 2). Based on the k, the labels with lower accuracy 
{lk+1, · · · , l|L|} are set to Z (Line 3). The feature subset in P with the highest average 
accuracy in the determined Z is the feature subset, S′ (Line 4).

Algorithm 3 presents the pseudocode of the proposed crossover operator. It obtains 
n features that are most relevant to Z from S′ and merges them with the nmax − n fea-
tures from S that are most relevant to Zc . Because the optimal size n is unknown, n is 
set according to S using the ratio of Z to the total number of labels. Specifically, the 
number of features n to be selected from S′ is determined, where n = ⌈nmax · |Z|/|L|⌉ 
(Line 1). n denotes the ratio of the size of Z, |Z| , to that of all the labels, |L| . Thereaf-
ter, a new empty set S+ is created (Line 2). The nmax − n top-scoring features in S are 
selected using Filter, which scores each feature based on Zc (Line 3). Similarly, n top-
scoring features in S′ are selected using Filter, based on Z (Line 4). All the selected 
features are added to the created S+ (Lines 3 and 4).

Algorithm  4 presents the pseudocode of the proposed mutation operator. In the 
proposed method, certain features fail to be selected during the initialization of Algo-
rithm 1 or can be removed from P when feature subsets are discarded. To avoid this 
problem for the features that may be highly relevant to Z, the proposed mutation 
operator continues providing these features to P. Specifically, features that are never 
selected or removed in P are added to Sz (Line 1). Subsequently, the number (n) of 
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features selected from Sz is determined as in Algorithm 3 (Line 3). A new empty set 
S+ is then created (Line 4). If Sz is not empty, nmax − n features are selected from 
S using Filter, which scores each feature in S based on its relevance to Zc (Line 5). 
Additionally, the proposed mutation selects the n features most relevant to Z from Sz 
using Filter (Line 6). Thereafter, all the selected features are added to the created S+ 
(Lines 5 and 6). However, if Sz is an empty set, S+ is created through random initiali-
zation (Line 8).

Algorithm  5 describes the filter function Filter. The algorithm calculates the 
importance score of each feature for a specific feature subset S, label combination Y, and 
number n representing the size of the selected features. Subsequently, it selects the n 
highest-scoring features using the applied filter. Specifically, we employed a recent filter 
method called the generalized information-theoretic criterion (GICS) [25] for MLFS 
(Line 3). Equation 1 describes the criterion of GICS for calculating feature importance.

Here, H(X) = −
∑

P(x) log P(x) is the joint entropy of the involved variable set 
X, and P(X) is the probability function. The computational complexity of the Fil-
ter is expressed as O(|F | · |L| + |F | · n) . Thus, the overall computational complexity 
is O(v · (|F | · |L| + |F | · n+ C)) , where C denotes the complexity of the subsequent 
learner. Although the overall computational complexity of the proposed method primar-
ily depends on the complexity of the Filter, it can vary based on the corresponding sub-
sequent learner and the number of patterns and labels, similar to conventional wrapper 
methods.

Experimental results
Experimental settings

The effectiveness of the proposed method was evaluated using various multilabel 
datasets. Specifically, 14 widely-used multilabel benchmark datasets were selected to 
compare the proposed method against conventional methods and verify its perfor-
mance [17, 31, 33, 39, 47]. The Emotions dataset [48] is one such dataset, comprising 
music data classified into six emotional clusters, eight rhythmic features, and 64 tim-
bre features. The Enron and Llog dataset [49, 50], wherein each feature corresponds 
to the occurrence of a specific word, and each label represents the relevance of each 
text pattern to a specific subject, was generated using text-mining applications. The 
Genbase and Yeast datasets [51, 52] were created for the medical domain and include 
information regarding the functions of genes and proteins. The Medical dataset [53] 
was sampled from a large corpus of suicide letters obtained through natural language 
processing of free clinical text. The Scene dataset [54] comprises semantic indexes of 
still scenes, where each scene may comprise multiple objects. Moreover, the Tmc2007 
dataset [55] contains text data of aviation safety reports that document problems 
which occurred during certain flights. The remaining seven datasets were obtained 
from the Yahoo dataset collection [56]. Specifically, the Yahoo dataset collection 
comprises 14 datasets, such as Business, Computers, and Medical, which are sourced 

(1)J (f +, S,Y ) =
∑

l∈Y

H(f +; l)−
|Y |

|S|

∑

f ∈S

H(f +; f )
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from multilabel text categorization tasks on “yahoo.com”. Table  3 lists the standard 
statistics of the 14 datasets used in the experiments, including the number of patterns 
|W|, number of features |F|, types of features, and number of labels |L|. If the feature 
type is numeric, the features were discretized using label-attribute interdependence 
maximization, which is a discretization method specialized for multilabel data [57]. 
The label cardinality Card. represents the average number of labels in each pattern 
and label density Den. denotes the label cardinality for the total number of labels. 
Additionally, Distinct. indicates the number of unique label subsets in L and Domain 
represents the applications related to each dataset.

Because the proposed method is based on a memetic algorithm, which is a hybrid 
of filter-based and wrapper-based methods, the comparison methods were selected 
from various types of evolutionary MLFS approaches, including filter-based, wrapper-
based, and hybrid methods. Specifically, the proposed method was compared with 
four state-of-the-art evolutionary MLFS methods: MLACO [32], MLPSO [47], BMFS 
[31], and MMDE [34], as well as one hybrid method, HBALO [39]. The specific 
parameters for each method were set based on the values used in the original studies.

•	 MLACO: This method combines an ant colony optimization with a Markov 
decision process. The pheromone decay rate, learning rate, and discount rate were 
set to 0.2, 0.5, and 0.8, respectively.

•	 MLPSO: MLPSO employs a local learning strategy to improve the performance 
of PSO-based MLFS. The scale factor in the local learning strategy was set to a 
random value between [0.1, 0.9].

•	 BMFS: BMFS constructs a bipartite graph to represent the feature-label 
relationships based on the Hungarian algorithm.

•	 HBALO: HBALO hybridizes hill-climbing techniques with an ant-lion optimizer 
to identify relevant features quickly. The α and β parameters were set to 0.99 and 
0.01, respectively.

Table 3  Standard statistics of the multilabel datasets

Dataset |W| |F| Type |L| Card. Den. Distinct. Domain

Business 11,214 1096 Numeric 30 1.599 0.053 233 Text

Computers 12,444 34,096 Numeric 33 1.507 0.046 428 Text

Education 12,030 27,534 Numeric 33 1.463 0.044 511 Text

Emotions 593 72 Numeric 6 1.869 0.311 27 Music

Enron 1702 1001 Nominal 53 3.378 0.064 753 Text

Entertainment 12,730 32,001 Numeric 21 1.414 0.067 337 Text

Genbase 662 1185 Nominal 27 1.252 0.046 32 Biology

Health 9205 1530 Numeric 32 1.644 0.051 335 Text

Llog 1460 1004 Nominal 75 1.180 0.016 304 Text

Medical 978 1449 Nominal 45 1.245 0.028 94 Text

Recreation 12,828 30,324 Numeric 22 1.429 0.065 530 Text

Scene 2407 294 Numeric 6 1.074 0.179 15 Image

Tmc2007 28,596 981 Numeric 22 2.158 0.098 1341 Text

Yeast 2417 103 Numeric 14 4.237 0.303 198 Biology
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•	 MMDE: MMDE is a multimodal optimization algorithm that combines multi-objec-
tive optimization with correlation-based feature selection. The number of quantiles, 
elimination percentage, and mutation rate were set to 24, 0.5, and 0.2, respectively.

To ensure fairness, the maximum number of allowable FFCs v, the population size 
m, and the number of selected features nmax were set to 300, 50, and 50, respectively. 
Multilabel naive Bayes (MLNB) [11] and a holdout cross-validation method were used 
to evaluate the quality of the feature subsets obtained using each method; 80% and 20% 
of each dataset were used as the training and test sets, respectively. Each experiment was 
repeated ten times, and the average values and standard deviations of the results were 
calculated.

The performance was evaluated using four evaluation metrics: multilabel accuracy, 
one-error, ranking loss, and multilabel coverage [58, 59]. We let T = {(wi, �i)|1 ≤ i ≤ |T |} 
be the given test set, where �i ⊆ L denotes the correct label subset. For a given test 
sample wi , the MLNB classifier should output a set of confidence values 0 ≤ �i,l ≤ 1 
for each label l ∈ L . Specifically, a series of functions {g1, g2, . . . , g|L|} are induced from 
the training patterns. Next, each function gk determines the class membership of 
lk with respect to each pattern (i.e., Vi = {1k |gk(wi) > θ , 1 ≤ k ≤ |L|} , where θ is a 
predetermined threshold that was set to 0.5 in this study). The multilabel accuracy 
(mlacc) is defined as follows:

Furthermore, the one-error (onerr) is defined as

where [·] returns one if the proposition stated in the brackets is true and returns zero 
otherwise. Specifically, the one-error evaluates how many steps the top-ranked predicted 
label is not in the relevant label combination. For single-label classification problems, the 
one-error is identical to ordinary classification error [60].

The ranking loss (rloss) is defined as

where �i denotes the complementary set of �i . Therefore, the ranking loss measures the 
average fraction of (a, b) pairs with ψi,a ≤ ψi,b among all possible relevant and irrelevant 
label pairs.

Finally, the multilabel coverage (mlcov) is defined as

(2)mlacc(T ) =
1

|T |

|T |∑

i=1

|�i ∩ Vi|

|�i ∪ Vi|
.

(3)onerr(T ) =
1

|T |

|T |∑

i=1

[arg max
lk∈L

gk(wi) /∈ �i],

(4)rloss(T ) =
1

|T |

|T |∑

i=1

|{(a, b)|a ∈ �i, b ∈ �i,ψi,a ≤ ψi,b}|

|�i||�i|
,

(5)mlcov(T ) =
1

|T |

|T |∑

i=1

max
l∈�i

rank(l)− 1,
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where rank(·) returns the rank of the corresponding relevant label l ∈ �i according to 
ψ(i, l) in a non-increasing order, indicating that �i ⊆ L represents the correct label sub-
set. Thus, multilabel coverage measures the number of labels that must be marked posi-
tive for all relevant labels. Higher values of multilabel accuracy and lower values of the 
one-error, ranking loss, and multilabel coverage metrics indicate good classification 
performance.

After evaluating the performances of the methods on all the datasets, the performance 
of the proposed method was analyzed using a statistical tool to verify its potential. A 
paired t-test was conducted at 5% significance level to compare the performance of the 
proposed method with that of other MLFS methods for each dataset. The test procedure 
and its parameters are consistent with those employed in conventional statistical 
analyses of MLFS methods [42, 61]. The null hypothesis assumed that there was no 
difference in the distribution of performance values between the proposed method and 
the comparison methods for each dataset. The alternative hypothesis posited that the 
proposed method exhibits a different distribution of performance values compared to 
the comparison methods. If the null hypothesis was rejected, it was concluded that the 
proposed method demonstrated a statistically significant difference in performance 
compared to the comparison methods. A paired t-test was performed five times as the 
study employed five methods for the comparisons.

Comparison results

Tables 4, 5, 6, 7 present the experimental results of the proposed method and five con-
ventional methods for the 14 multilabel datasets using four metrics: multilabel accu-
racy, one-error, ranking loss, and multilabel coverage. The best performances among the 
five comparison methods are indicated in bold. Additionally, the last row of each table 
includes the average rank of each metric for all the multilabel datasets. The resulting 
values are represented by their average values and corresponding standard deviations.   

Tables 8, 9, 10, 11 present the pairwise comparison results of the paired t-tests at a 5% 
significance level for the four evaluation metrics. Each result is presented in the form 
of a/b/c, according to the number of times each method is statistically superior, similar, 
or inferior to the other methods, respectively. As each method was compared with five 
other methods, the integer values should be a+ b+ c = 5 . As listed in Tables 4, 5, 6, 7, 
the proposed method outperformed the other MLFS methods on most multilabel data-
sets. Additionally, the proposed method demonstrated superior performance compared 
with the other methods for most datasets across most evaluation metrics. For multilabel 
accuracy, the proposed method achieved the best average rank (1.4) and exhibited supe-
rior performance in eight out of 14 datasets. For the one-error, the proposed method 
achieved the best average rank (2.1) and demonstrated superior performance in seven 
out of 14 datasets. Similar trends were observed for the ranking loss, and multilabel cov-
erage metrics, where the proposed method achieved the best average ranks of 1.4, and 
1.4, respectively, and demonstrated exceptional performance in the majority of the data-
sets. The experimental results presented in Tables 8, 9, 10, 11 indicate that the proposed 
method performed better than the other MLFS methods in a statistically significant 
manner. The proposed method consistently achieved a higher number of wins across all 
datasets and evaluation metrics, demonstrating a consistent performance across various 
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datasets. In contrast, the performances of the other MLFS methods were less consist-
ent, exhibiting different results depending on the dataset and evaluation metric. These 
observations underscore the effectiveness of the proposed method in multilabel classifi-
cation tasks compared with other methods.

Furthermore, the results of the box plot analysis are presented in Fig. 2, illustrating the 
performance of the proposed method and the comparison methods across four data-
sets for four evaluation metrics. The box plot graphically represents the distribution of 
performance for each method, with the horizontal axis displaying the conducted MLFS 
methods and the vertical axis indicating the performance value. The analysis clearly 
demonstrates that the proposed method consistently demonstrated superior perfor-
mance compared to the other methods across all evaluation metrics.

Additionally, Fig.  3 illustrates the Bonferroni–Dunn post-hoc test critical distance 
(CD) diagram [61], revealing the relative performance of all methods where the cal-
culated CD is 2.015. The horizontal axis represents the average rank of each method, 
with higher ranks on the left-hand side of each subfigure. If the average rank difference 

Table 4  Performance comparison for multilabel accuracy when |S| = 50 , where the best-performing 
results for each dataset are highlighted in bold

Method Business Computers Education Emotions

Proposed 0.679 ± 0.010 0.415 ± 0.007 0.051 ± 0.006 0.538 ± 0.043
MLACO 0.655 ± 0.009 0.368 ± 0.007 0.058 ± 0.019 0.453 ± 0.051

MLPSO 0.677 ± 0.009 0.413 ± 0.009 0.025 ± 0.017 0.504 ± 0.032

HBALO 0.673 ± 0.011 0.354 ± 0.010 0.032 ± 0.011 0.487 ± 0.033

BMFS 0.686 ± 0.008 0.417 ± 0.008 0.001 ± 0.000 0.536 ± 0.041

MMDE 0.667 ± 0.010 0.396 ± 0.006 0.011 ± 0.001 0.476 ± 0.026

Method Enron Entertainment Genbase Health

Proposed 0.375 ± 0.015 0.150 ± 0.010 0.938 ± 0.018 0.547 ± 0.012
MLACO 0.283 ± 0.012 0.185 ± 0.022 0.118 ± 0.068 0.371 ± 0.039

MLPSO 0.303 ± 0.018 0.068 ± 0.047 0.217 ± 0.164 0.411 ± 0.039

HBALO 0.249 ± 0.016 0.148 ± 0.019 0.419 ± 0.042 0.448 ± 0.018

BMFS 0.392 ± 0.016 0.001 ± 0.000 0.055 ± 0.058 0.541 ± 0.011

MMDE 0.282 ± 0.014 0.016 ± 0.003 0.057 ± 0.045 0.343 ± 0.008

Method Llog Medical Recreation Scene

Proposed 0.236 ± 0.013 0.640 ± 0.057 0.083 ± 0.013 0.577 ± 0.018
MLACO 0.061 ± 0.006 0.006 ± 0.004 0.032 ± 0.010 0.440 ± 0.021

MLPSO 0.208 ± 0.080 0.196 ± 0.129 0.039 ± 0.023 0.541 ± 0.020

HBALO 0.231 ± 0.009 0.359 ± 0.074 0.067 ± 0.018 0.517 ± 0.018

BMFS 0.229 ± 0.016 0.001 ± 0.000 0.001 ± 0.000 0.489 ± 0.015

MMDE 0.178 ± 0.070 0.012 ± 0.008 0.014 ± 0.001 0.507 ± 0.014

Method Tmc2007 Yeast Avg. Rank

Proposed 0.451 ± 0.006 0.456 ± 0.015 1.4
MLACO 0.299 ± 0.028 0.430 ± 0.018 3.8

MLPSO 0.328 ± 0.042 0.436 ± 0.016 3.7

HBALO 0.368 ± 0.008 0.384 ± 0.015 3.9

BMFS 0.441 ± 0.004 0.421 ± 0.008 3.6

MMDE 0.293 ± 0.015 0.428 ± 0.023 4.6
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between the proposed method and each compared method is within the CD, it indicates 
that the proposed method is not significantly different from the corresponding method. 
The difference is within the CD when the proposed and compared methods are con-
nected with a bold black line. Specifically, for the multilabel accuracy and ranking loss, 
the proposed method outperformed the other methods, indicating that the proposed 
method is statistically superior to the other methods, and for the multilabel coverage, 
the proposed method outperformed the other methods except for the BMFS method.

Finally, we conducted an additional experiment to compare the accuracy improve-
ment for the label combination Z as the search progressed. Because the proposed 
method was designed to focus on label combinations with low accuracy, the proposed 
strategy works as intended, and the performance of those labels should improve. Fig-
ure 4 illustrates the average accuracies of the labels in Z during the search process on 
the six multilabel datasets conducted by each method as the number of spent FFCs 
increased. The averages for the low-accuracy labels were calculated using the proposed 

Table 5  Performance comparison for one-error when |S| = 50 , where the best-performing results 
for each dataset are highlighted in bold

Method Business Computers Education Emotions

Proposed 0.395 ± 0.418 0.436 ± 0.008 0.668 ± 0.012 0.284 ± 0.052
MLACO 0.393 ± 0.418 0.471 ± 0.007 0.692 ± 0.009 0.309 ± 0.056

MLPSO 0.393 ± 0.419 0.465 ± 0.009 0.683 ± 0.012 0.314 ± 0.036

HBALO 0.402 ± 0.412 0.495 ± 0.008 0.662 ± 0.015 0.310 ± 0.043

BMFS 0.392 ± 0.419 0.469 ± 0.008 0.692 ± 0.009 0.307 ± 0.041

MMDE 0.417 ± 0.402 0.469 ± 0.008 0.652 ± 0.017 0.379 ± 0.034

Method Enron Entertainment Genbase Health

Proposed 0.576 ± 0.340 0.609 ± 0.010 0.714 ± 0.450 0.744 ± 0.329

MLACO 0.597 ± 0.336 0.642 ± 0.010 0.752 ± 0.387 0.779 ± 0.284

MLPSO 0.611 ± 0.311 0.667 ± 0.039 0.861 ± 0.216 0.446 ± 0.026
HBALO 0.649 ± 0.308 0.620 ± 0.014 0.815 ± 0.343 0.999 ± 0.000

BMFS 0.572 ± 0.342 0.705 ± 0.007 0.920 ± 0.117 0.726 ± 0.353

MMDE 0.465 ± 0.181 0.603 ± 0.011 0.835 ± 0.208 0.778 ± 0.286

Method Llog Medical Recreation Scene

Proposed 0.996 ± 0.001 0.741 ± 0.328 0.710 ± 0.013 0.271 ± 0.027
MLACO 0.996 ± 0.001 0.880 ± 0.148 0.696 ± 0.009 0.380 ± 0.033

MLPSO 0.887 ± 0.017 0.797 ± 0.255 0.767 ± 0.023 0.326 ± 0.025

HBALO 0.996 ± 0.001 0.840 ± 0.247 0.705 ± 0.022 0.322 ± 0.019

BMFS 0.996 ± 0.001 0.888 ± 0.137 0.800 ± 0.005 0.304 ± 0.026

MMDE 0.996 ± 0.001 0.995 ± 0.000 0.742 ± 0.012 0.450 ± 0.026

Method Tmc2007 Yeast Avg. Rank

Proposed 0.317 ± 0.005 0.229 ± 0.020 2.1
MLACO 0.357 ± 0.012 0.239 ± 0.023 3.7

MLPSO 0.435 ± 0.045 0.237 ± 0.021 3.4

HBALO 0.358 ± 0.006 0.278 ± 0.027 4.0

BMFS 0.331 ± 0.005 0.298 ± 0.015 3.8

MMDE 0.447 ± 0.015 0.272 ± 0.018 4.0
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method, and all evolutionary algorithm-based comparison methods generated and 
evaluated the feature subsets. Specifically, the solid and dotted lines indicate the aver-
ages of the accuracy values for the lower 50% and 25% of the labels, respectively in the 
order of accuracy in L. The average of the lower 25% of the labels was always lower than 
that of the 50% of the labels; thus, the dotted line appears below the solid line. Figure 4 
reveals that the proposed method achieved an incremental improvement in Z, regard-
less of the initialization condition. Moreover, it achieved a more significant improve-
ment than the other methods. The average of the 25% lowest-accuracy labels of the 
proposed method was higher than that of the average of the 50% lowest-accuracy labels 
of the other methods for the Genbase, Medical, and Yeast datasets after the number of 
consumed FFCs reached 170. Therefore, it was confirmed that the proposed method is 
more effective because it focuses on reducing the uncertainty of Z by introducing its 
effective features.

Table 6  Performance comparison for ranking loss when |S| = 50 , where the best-performing results 
for each dataset are highlighted in bold

Method Business Computers Education Emotions

Proposed 0.062 ± 0.025 0.094 ± 0.003 0.108 ± 0.003 0.164 ± 0.023
MLACO 0.063 ± 0.025 0.097 ± 0.003 0.111 ± 0.003 0.175 ± 0.025

MLPSO 0.062 ± 0.024 0.097 ± 0.003 0.110 ± 0.004 0.200 ± 0.029

HBALO 0.062 ± 0.026 0.102 ± 0.003 0.108 ± 0.003 0.170 ± 0.023

BMFS 0.057 ± 0.026 0.101 ± 0.007 0.111 ± 0.003 0.171 ± 0.023

MMDE 0.068 ± 0.025 0.100 ± 0.003 0.110 ± 0.005 0.227 ± 0.029

Method Enron Entertainment Genbase Health

Proposed 0.114 ± 0.011 0.133 ± 0.004 0.042 ± 0.031 0.074 ± 0.015
MLACO 0.141 ± 0.030 0.160 ± 0.004 0.042 ± 0.024 0.105 ± 0.032

MLPSO 0.131 ± 0.011 0.146 ± 0.013 0.134 ± 0.049 0.074 ± 0.011

HBALO 0.143 ± 0.010 0.136 ± 0.002 0.077 ± 0.027 0.098 ± 0.029

BMFS 0.110 ± 0.012 0.160 ± 0.001 0.167 ± 0.026 0.081 ± 0.028

MMDE 0.143 ± 0.007 0.139 ± 0.006 0.140 ± 0.041 0.106 ± 0.029

Method Llog Medical Recreation Scene

Proposed 0.134 ± 0.023 0.081 ± 0.024 0.197 ± 0.004 0.093 ± 0.008
MLACO 0.178 ± 0.025 0.099 ± 0.032 0.216 ± 0.003 0.140 ± 0.018

MLPSO 0.138 ± 0.014 0.138 ± 0.034 0.213 ± 0.005 0.116 ± 0.018

HBALO 0.172 ± 0.021 0.119 ± 0.032 0.189 ± 0.004 0.106 ± 0.012

BMFS 0.155 ± 0.024 0.166 ± 0.028 0.221 ± 0.002 0.105 ± 0.010

MMDE 0.172 ± 0.024 0.174 ± 0.025 0.203 ± 0.006 0.180 ± 0.014

Method Tmc2007 Yeast Avg. Rank

Proposed 0.078 ± 0.006 0.191 ± 0.009 1.4
MLACO 0.095 ± 0.005 0.201 ± 0.009 3.9

MLPSO 0.123 ± 0.008 0.202 ± 0.013 3.4

HBALO 0.118 ± 0.004 0.209 ± 0.008 3.4

BMFS 0.080 ± 0.001 0.242 ± 0.007 3.9

MMDE 0.145 ± 0.013 0.207 ± 0.007 5.0
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Table 7  Performance comparison for multilabel coverage when |S| = 50 , where the best-performing 
results for each dataset are highlighted in bold

Method Business Computers Education Emotions

Proposed 0.133 ± 0.024 0.165 ± 0.003 0.169 ± 0.003 0.464 ± 0.019
MLACO 0.133 ± 0.024 0.168 ± 0.003 0.171 ± 0.003 0.469 ± 0.019

MLPSO 0.133 ± 0.024 0.170 ± 0.003 0.171 ± 0.003 0.487 ± 0.025

HBALO 0.134 ± 0.023 0.172 ± 0.004 0.168 ± 0.005 0.499 ± 0.014

BMFS 0.125 ± 0.025 0.166 ± 0.005 0.171 ± 0.003 0.465 ± 0.015

MMDE 0.140 ± 0.024 0.171 ± 0.003 0.170 ± 0.005 0.509 ± 0.024

Method Enron Entertainment Genbase Health

Proposed 0.304 ± 0.009 0.213 ± 0.003 0.093 ± 0.030 0.132 ± 0.018
MLACO 0.337 ± 0.034 0.245 ± 0.005 0.090 ± 0.022 0.176 ± 0.029

MLPSO 0.336 ± 0.018 0.242 ± 0.003 0.243 ± 0.029 0.149 ± 0.017

HBALO 0.341 ± 0.016 0.223 ± 0.005 0.141 ± 0.030 0.168 ± 0.027

BMFS 0.291 ± 0.014 0.243 ± 0.003 0.219 ± 0.027 0.150 ± 0.025

MMDE 0.342 ± 0.011 0.222 ± 0.006 0.193 ± 0.043 0.177 ± 0.026

Method Llog Medical Recreation Scene

Proposed 0.177 ± 0.019 0.116 ± 0.027 0.280 ± 0.006 0.261 ± 0.008
MLACO 0.222 ± 0.026 0.135 ± 0.035 0.305 ± 0.005 0.301 ± 0.017

MLPSO 0.180 ± 0.022 0.192 ± 0.033 0.302 ± 0.003 0.300 ± 0.022

HBALO 0.216 ± 0.024 0.160 ± 0.033 0.275 ± 0.006 0.299 ± 0.008

BMFS 0.195 ± 0.024 0.204 ± 0.029 0.305 ± 0.003 0.270 ± 0.009

MMDE 0.214 ± 0.025 0.213 ± 0.026 0.285 ± 0.007 0.331 ± 0.011

Method Tmc2007 Yeast Avg. Rank

Proposed 0.209 ± 0.004 0.563 ± 0.010 1.4
MLACO 0.229 ± 0.006 0.566 ± 0.010 3.9

MLPSO 0.274 ± 0.018 0.586 ± 0.008 3.9

HBALO 0.261 ± 0.006 0.586 ± 0.012 3.8

BMFS 0.211 ± 0.002 0.610 ± 0.010 3.4

MMDE 0.297 ± 0.020 0.573 ± 0.010 4.7

Table 8  Win/tie/loss results of the paired t-test for multilabel accuracy, where algorithms 
demonstrating superior performance are highlighted in bold

Dataset Proposed MLACO MLPSO HBALO BMFS MMDE

Business 2/2/1 1/3/1 1/3/1 1/2/2 5/0/0 0/0/5

Computers 3/2/0 0/2/3 3/2/0 0/1/4 3/2/0 1/1/3

Education 4/1/0 1/1/3 1/2/2 2/1/2 0/0/5 4/1/0

Emotions 4/1/0 3/0/2 2/0/3 0/1/4 4/1/0 0/1/4

Enron 4/0/1 1/2/2 2/1/2 0/0/5 5/0/0 1/1/3

Entertainment 2/2/1 2/2/1 1/0/4 2/2/1 0/0/5 5/0/0

Genbase 4/1/0 4/1/0 1/1/3 3/0/2 0/0/5 1/1/3

Health 4/1/0 0/0/5 2/0/3 3/0/2 4/1/0 1/0/4

Llog 1/4/0 1/4/0 1/4/0 1/4/0 1/4/0 0/0/5

Medical 4/1/0 2/3/0 2/1/2 3/1/1 0/0/5 1/0/4

Recreation 3/1/1 5/0/0 1/1/3 3/1/1 0/0/5 1/1/3

Scene 5/0/0 1/1/3 4/0/1 3/0/2 1/1/3 0/0/5

Tmc2007 5/0/0 3/0/2 0/1/4 2/0/3 4/0/1 0/1/4

Yeast 5/0/0 1/2/2 3/1/1 0/0/5 1/2/2 1/3/1

Total 50/16/4 25/21/24 24/17/29 23/13/34 28/11/31 16/10/44
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In‑depth analysis

This section analyzes the effectiveness of the proposed method by monitoring the 
performance changes based on the hyperparameters of the proposed method. In the 
proposed method, we employed an explicit pruning method to determine the label 
combinations Z, and |Z| was varied according to the pruning results. However, a con-
stant size of Z may yield better results owing to its simplicity. To validate this, we 
defined p% =

|Z|
|L|  as the percentage of the size of Z relative to the total number of 

labels. In the proposed method, the value p is dynamically determined through a 

Table 9  Win/tie/loss results of the paired t-test for one-error, where algorithms demonstrating 
superior performance are highlighted in bold

Dataset Proposed MLACO MLPSO HBALO BMFS MMDE

Business 2/1/2 3/2/0 3/2/0 1/0/4 2/3/0 0/0/5

Computers 5/0/0 1/2/2 2/2/1 0/0/5 1/3/1 1/3/1

Education 3/1/1 0/1/4 2/0/3 3/2/0 0/1/4 4/1/0

Emotions 5/0/0 1/3/1 1/3/1 1/3/1 1/3/1 0/0/5

Enron 3/2/0 1/2/2 1/2/2 0/1/4 3/2/0 0/5/0

Entertainment 3/2/0 1/1/3 1/1/3 3/1/1 0/0/5 4/1/0

Genbase 1/4/0 1/4/0 0/5/0 0/3/2 0/5/0 0/5/0

Health 1/3/1 1/2/2 5/0/0 0/0/5 3/1/1 1/2/2

Llog 0/4/1 0/4/1 5/0/0 0/4/1 0/4/1 0/4/1

Medical 5/0/0 2/1/2 4/0/1 0/3/2 1/1/3 0/1/4

Recreation 3/1/1 4/1/0 1/0/4 3/2/0 0/0/5 2/0/3

Scene 5/0/0 1/0/4 2/2/1 2/1/2 3/1/1 0/0/5

Tmc2007 5/0/0 2/1/2 0/1/4 2/1/2 4/0/1 0/1/4

Yeast 3/2/0 3/2/0 3/2/0 0/2/3 0/1/4 1/1/3

Total 44/20/6 21/26/23 30/20/20 15/23/32 18/25/27 13/24/33

Table 10  Win/tie/loss results of the paired t-test for ranking loss, where algorithms demonstrating 
superior performance are highlighted in bold

Dataset Proposed MLACO MLPSO HBALO BMFS MMDE

Business 1/3/1 1/3/1 1/3/1 1/3/1 5/0/0 0/0/5

Computers 5/0/0 2/2/1 2/2/1 0/2/3 0/4/1 0/2/3

Education 2/3/0 0/3/2 0/5/0 2/3/0 0/3/2 0/5/0

Emotions 5/0/0 2/2/1 0/1/4 2/2/1 2/2/1 0/1/4

Enron 4/1/0 0/3/2 2/1/2 0/2/3 4/1/0 0/2/3

Entertainment 5/0/0 0/1/4 2/1/2 3/1/1 0/1/4 2/2/1

Genbase 4/1/0 4/1/0 1/1/3 3/0/2 0/1/4 0/2/3

Health 3/2/0 0/1/4 3/2/0 2/0/3 3/2/0 0/1/4

Llog 4/1/0 0/1/4 3/2/0 0/2/3 3/1/1 1/1/3

Medical 4/1/0 2/3/0 2/1/2 3/1/1 0/1/4 0/1/4

Recreation 4/0/1 1/1/3 1/1/3 5/0/0 0/0/5 3/0/2

Scene 5/0/0 1/0/4 2/0/3 3/1/1 3/1/1 0/0/5

Tmc2007 4/1/0 3/0/2 1/1/3 1/1/3 4/1/0 0/0/5

Yeast 5/0/0 2/2/1 1/3/1 1/2/2 0/0/5 1/3/1

Total 55/13/2 18/23/29 21/24/25 26/20/24 24/18/28 7/20/43
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Table 11  Win/tie/loss results of the paired t-test for multilabel coverage, where algorithms 
demonstrating superior performance are highlighted in bold

Dataset Proposed MLACO MLPSO HBALO BMFS MMDE

Business 1/3/1 1/3/1 1/3/1 1/3/1 5/0/0 0/0/5

Computers 4/1/0 3/1/1 0/3/2 0/2/3 2/3/0 0/2/3

Education 3/2/0 0/3/2 0/3/2 3/2/0 0/3/2 0/5/0

Emotions 3/2/0 3/2/0 1/1/3 0/2/3 3/2/0 0/1/4

Enron 4/0/1 0/3/2 0/3/2 0/3/2 5/0/0 0/3/2

Entertainment 5/0/0 0/2/3 0/2/3 3/1/1 0/2/3 3/1/1

Genbase 4/1/0 4/1/0 0/0/5 3/0/2 1/1/3 1/1/3

Health 4/1/0 0/1/4 2/3/0 2/1/2 3/1/1 0/1/4

Llog 4/1/0 0/1/4 3/2/0 0/2/3 3/1/1 1/1/3

Medical 4/1/0 3/2/0 1/1/3 3/1/1 0/1/4 0/2/3

Recreation 4/1/0 0/2/3 1/1/3 4/1/0 0/1/4 3/0/2

Scene 5/0/0 1/2/2 1/2/2 1/2/2 4/0/1 0/0/5

Tmc2007 4/1/0 3/0/2 1/1/3 1/1/3 4/1/0 0/0/5

Yeast 4/1/0 3/2/0 1/1/3 1/1/3 0/0/5 3/1/1

Total 53/15/2 21/25/24 12/26/32 22/22/26 30/16/24 11/18/41

Fig. 2  Box plot of four evaluation metrics for the proposed method and the compared methods
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Fig. 2  continued

Fig. 2  continued
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pruning process according to the accuracy value of each label in Z. To confirm its 
effectiveness, we compared the performance of the proposed method with its coun-
terpart, which employed a constant p value. Figure  5 shows the multilabel accura-
cies for the four multilabel datasets. The horizontal axis represents a constant p in 
Z, and the vertical axis indicates the multilabel accuracy performance. The dotted 
black line indicates the performance values of the multilabel accuracy at constant 
p values ranging from 0.1 to 0.5, and the solid red line indicates the performance of 
the proposed method, which dynamically determines p. For example, for |L| = 100 , 
the proposed method using a constant p = 0.1 always selects the ten labels with the 
lowest accuracy for each label in Z. For all p values, the proposed method using the 
dynamic p achieved higher accuracy than that using a constant p, except for the 
Yeast dataset.

Next, regarding the success ratio of the guessing process, we conducted additional 
experiments by comparing the success ratios of improving the fitness of individuals in 
the population. Figure 6 shows the success ratios of the performance improvements after 
the reproduction process when a specific number of FFCs is spent during the experi-
ments on the four multilabel datasets. The figure comprises two groups of bars; the first 
and second groups show the success ratios in terms of multilabel accuracy and aver-
age accuracy, respectively. We considered the average accuracy that can be obtained by 
averaging the accuracy values of the labels because our guessing process was based on 
the accuracy of each label. The success ratio was calculated by dividing the number of 

Fig. 2  continued
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improvements by the total number of reproduction trials. Additionally, we assessed the 
success ratios when the number of consumed FFCs reached 300 (termination condition 
for the process) and 150 in the middle of the termination. The experimental results indi-
cate that as the algorithm proceeded from 150 to 300 FFCs, the success ratio decreased 
because candidates in the population of 300 FFCs had good fitness values compared to 
those in the population of 150 FFCs. For the Genbase dataset, all bars were higher than 
0.5, as indicated by the gray dotted line, meaning that the improvements occurred fre-
quently until algorithm termination. For the Enron and Yeast datasets, the ratio was only 
lower than 0.5 for the multilabel accuracy when 300 FFCs were consumed. The results 
for the averaged accuracy of Z demonstrate that the created feature subsets were more 
likely to improve. Finally, for the Medical dataset, unlike the aforementioned results, the 
probability of improvements remained higher than 0.5 for the multilabel accuracy until 
the algorithm terminated. When the number of consumed FFCs was approximately 300, 
the average accuracy was less than 0.5. In conclusion, most of the experimental results 
showed that the success ratio was higher than 0.5, indicating that frequent performance 
improvements were observed.

(a) Multilabel accuracy

(b) One-error

(a) Ranking loss

(b) Multilabel coverage

A

B

Fig. 3  Bonferroni–Dunn test results of the five comparison methods for four evaluation metrics
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Fig. 4  Average accuracies for the lowest 50% and 25% labels for each FFC

Fig. 5  Multilabel accuracies for the four datasets with varying p% and the proposed dynamic p%
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Furthermore, regarding the number of selected features, we conducted additional 
experiments to analyze the performance of the proposed method when the maxi-
mum number of selected features ( nmax ) is set to 25. Figure 7 shows the box plots of 
the multilabel accuracy for the proposed method and the compared methods on the 
four datasets: the Genbase, Medical, Scene, and Yeast. Similar to Fig. 2, the proposed 
method consistently outperformed the other methods across all datasets, indicating 
the effectiveness of the proposed method.

Conclusions
In this study, we proposed an effective evolutionary multilabel feature selection. We 
introduced a novel method for effectively exploiting a label combination that could 
improve the performance of feature subsets. The experimental results and statistical 
tests showed that the proposed method significantly outperformed the five state-of-
the-art feature selection methods on 14 multilabel datasets.

Future studies should aim to overcome the limitations of the proposed method. In 
each iteration, the feature subsets were changed by as much as the ratio of the size of 
pruned labels. However, the number of features to be changed can be adjusted math-
ematically depending on the redundancy between them. For instance, the redundancy 
can be measured by an information-theoretic score function and can be a weight 
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Fig. 6  Performance improvement ratios of multilabel and average accuracies of Z for feature subsets created 
from the selected feature subsets
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parameter to adjust the ratio. When the redundancy is high, the ratio should be 
increased to improve the performance of the feature subsets. This method can further 
improve the success ratio of the proposed refinement process by allowing the replace-
ment of redundant features with more effective ones.

Moreover, integrating the proposed method into the training process with a subse-
quent learner could enhance the performance of the method. For instance, both the 
proposed method and decision trees utilize pruning processes to reduce model com-
plexity, yet the interaction between these two pruning processes is not well under-
stood. Additionally, future studies should investigate various initialization methods to 
maximize the effectiveness of label relations in the initial population.
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