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Abstract 

The classification of imbalanced datasets is a prominent task in text mining 
and machine learning. The number of samples in each class is not uniformly distrib-
uted; one class contains a large number of samples while the other has a small number. 
Overfitting of the model occurs as a result of imbalanced datasets, resulting in poor 
performance. In this study, we compare different oversampling techniques like syn-
thetic minority oversampling technique (SMOTE), support vector machine SMOTE 
(SVM-SMOTE), Border-line SMOTE, K-means SMOTE, and adaptive synthetic (ADASYN) 
oversampling to address the issue of imbalanced datasets and enhance the perfor-
mance of machine learning models. Preprocessing significantly enhances the quality 
of input data by reducing noise, redundant data, and unnecessary data. This enables 
the machines to identify crucial patterns that facilitate the extraction of significant 
and pertinent information from the preprocessed data. This study preprocesses the data 
using various top-level preprocessing steps. Furthermore, two imbalanced Twitter 
datasets are used to compare the performance of oversampling techniques with six 
machine learning models including random forest (RF), SVM, K-nearest neighbor (KNN), 
AdaBoost (ADA), logistic regression (LR), and decision tree (DT). In addition, the bag 
of words (BoW) and term frequency and inverse document frequency (TF-IDF) features 
extraction approaches are used to extract features from the tweets. The experiments 
indicate that SMOTE and ADASYN perform much better than other techniques thus 
providing higher accuracy. Additionally, overall results show that SVM with ’linear’ kernel 
tends to attain the highest accuracy and recall score of 99.67% and 1.00% on ADASYN 
oversampled datasets and 99.57% accuracy on SMOTE oversampled dataset with TF-
IDF features. The SVM model using 10-fold cross-validation experiments achieved 97.40 
mean accuracy with a 0.008 standard deviation. Our approach achieved 2.62% greater 
accuracy as compared to other current methods.
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Introduction
Text mining and machine learning with imbalanced datasets have received an increas-
ing amount of attention in recent years, both from a theoretical and practical standpoint 
and have a considerable classification challenge. The datasets are imbalanced because 
one or more classes have a much lower number of samples than other classes, resulting 
in an imbalance of class distribution. There are a variety of strategies available to deal 
with this issue; approaches that produce synthetic data to establish a balanced class are 
more adaptable than methods that manually tweak data. For example, various methods 
are used for text categorization [1], retrieval of information and filtration [2], and fraud 
detection [3].

The class imbalance has a negative impact on the prediction capabilities of classifi-
cation methods. The prediction accuracy of machine learning algorithms is often used 
to evaluate the overall performance of the algorithms. Many of these algorithms are 
designed to maximize classification accuracy, which is a metric that is skewed in favor of 
the majority class. A classifier can obtain better classification accuracy even if it does not 
accurately predict a single occurrence of a minority class. According to Japkowicz and 
Stephen [4], the complexities of the model increase as the intensity of the class imbal-
ance increases, and the impact of this issue on the classifiers is intensified as the quantity 
of the training examples decreases. Another study [5] focuses on the class imbalanced 
problem that is encountered when utilizing machine-based models to analyze the senti-
ment of tweets. The authors performed experiments on the imbalanced dataset collected 
from Twitter using two well-known classifiers to prove their point. Later, the synthetic 
minority oversampling technique (SMOTE) approach was used to ensure that the data-
set was properly balanced. Their findings demonstrated that using an oversampling 
strategy can improve the performance of machine-based models.

Similarly, the study [6] employed SMOTE to balance the datasets and conducted 
research on the classification of political tweets in two different languages. It appears 
that their strategy makes it possible to deal with the class imbalance distribution issue 
by improving recognition of such minority classes while simultaneously achieving a 
substantial increase in total geometric mean criterion, as demonstrated by the obtained 
findings. Despite several works investigating the influence of individual oversampling 
approaches, the literature lacks a comprehensive study that compares the performance 
of various oversampling approaches.

Scope and importance

Oversampling is a machine learning approach that may successfully handle issues asso-
ciated with class imbalance. When the number of schemas used by various classes is 
drastically different, there is class inconsistency. This animosity deprives minority 
groups of positive role models. To address this issue, oversampling procedures aim 
to consciously increase the minority representation in the sample. There is room for 
improvement in the efficiency of machine learning techniques such as neural networks, 
random forests, and support vector machines (SVM). Incorporating a more evenly dis-
tributed set of training data allows these algorithms to better predict outcomes from 
novel data and set limits for their development. To adapt to different data distributions, 
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quickly manage large datasets, and fine-tune algorithmic parameters, the oversampling 
approach employs powerful machine learning skills. Furthermore, machine learning can 
facilitate the development of sophisticated sampling algorithms. These algorithms can 
produce synthetic samples while maintaining crucial data properties.

Machine learning pipelines rely heavily on feature engineering. It includes steps to 
clean and prepare the raw data for use in training the models. Two widely used meth-
ods for extracting text characteristics in certain settings are BoW and TF-IDF. BoW 
makes use of a vector that represents the frequency of phrases in the corpus. While this 
method works well for sentiment analysis, document categorization, and spam detec-
tion, it doesn’t take word order or other contextual aspects into account. After process-
ing text, the Bag-of-Words (BoW) technique converts it into a high-dimensional sparse 
matrix. In this matrix, each row represents a document, and every column represents a 
word. By taking document-level word importance into account in context with the full 
corpus, the TF-IDF algorithm improves upon the BoW approach. To make frequent 
words less important and rare terms more significant in the computation, multiply TF 
and IDF. The analysis of textual data, including consumer comments, social media mar-
keting, and product evaluations. Common approaches employed in this study include 
term frequency, BoW, and TF-IDF. Data retrieval methods such as TF-IDF and BoW 
compare user queries with relevant documents, using the textual content of the docu-
ments to evaluate the correctness of the documents. Businesses have begun integrating 
engineering methods like TF-IDF and bag-of-sampling into machine learning to make 
predictive models more accurate and versatile for use in real-world applications like sen-
timent analysis and fraud detection. They may work together to use oversampling meth-
ods. A company’s value can only rise as a result of better decision-making.

Most modern companies embrace the strategy of enhancing their products. Many 
businesses use customer exposure as a strategic tool to assess their customers’ percep-
tions. Remote monitoring, surveys, assessments, and questionnaires are all effective 
methods for collecting valuable customer feedback. These statements provide valuable 
feedback that companies can leverage to enhance their products and services. Consum-
ers rely on online resources and social media platforms to make informed decisions 
about the most suitable products. E-commerce has become increasingly essential in our 
daily lives, offering a wide range of information, communication, educational, shopping, 
and entertainment options. Twitter is highly valuable for businesses compared to other 
platforms due to its ability to facilitate users sharing concise or detailed feedback on any 
product. Organizations and businesses often face difficulties in gathering tweets and 
analyzing the sentiments expressed. Automated sentiment analysis enables rapid evalua-
tion and categorization of tweets as positive or negative.

Contributions

This paper focuses on analyzing the suitability and efficacy of different sampling 
approaches to solve the problem of the imbalanced dataset as well as improve the per-
formance of machine learning models. The model’s performance varies depending on 
whether the number of class samples is fewer or higher if the class is not properly bal-
anced. This research makes use of two extremely imbalanced Twitter datasets, including 
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the EndViolence tweets dataset, and the E-commerce-related tweets dataset, which are 
obtained from Kaggle. So, this study makes the following contributions in this regard 

1. The Impact of various sampling approaches is investigated concerning the perfor-
mance of machine learning models for imbalanced datasets. For this purpose, five 
sampling approaches are employed including SMOTE, support vector machine-
SMOTE (SVM-SMOTE), K-means SMOTE, adaptive synthetic (ADASYN) over-
sampling, and Border-Line SMOTE. The selection of these sampling approaches is 
made regarding their wide use in the existing literature and reported performances.

2. For analyzing the influence of these approaches on the performance of models, six 
widely used machine learning models are selected which include random forest (RF), 
SVM, K-nearest neighbor (KNN), AdaBoost (ADA), logistic regression (LR), deci-
sion tree (DT), and gradient boosting (GB). The performance is measured in terms of 
accuracy, precision, recall, and F1 score.

3. Two publicly available and highly imbalanced datasets are utilized for experiments to 
check the performance of oversampling techniques on machine learning models. For 
feature engineering, the bag of words (BoW) and term frequency-inverse document 
frequency (TF-IDF) are also utilized.

The following part of the paper is organized into four sections. Section "Related work" 
covers the relevant work on oversampling approaches. Section  "Materials and pro-
posed methodology" presents the methodology adopted to carry out experiments. In 
Sect. "Results and discussions", experiments and results of our study are discussed while 
Sect. Conclusion" provides the conclusion.

Related work
Data balancing is an important task to reduce model skewness and as such several works 
have made use of oversampling approaches to reduce model overfitting and increase 
performance [7–9]. Sarakit et al. [10] employed the SMOTE method to detect emotion 
in unbalanced YouTube datasets using three machine learning classifiers. The findings 
suggest that the proposed method improves emotion classification while also address-
ing the issue of an unbalanced dataset. For the categorization of toxic comments, Rupa-
para et  al. [11] introduced an ensemble approach based on imbalanced features while 
SMOTE is used for data balancing. A soft voting ensemble model is used by combining 
the LR and support vector classifiers. Moreover, BoW and TFIDF are used for the pro-
posed approach. Using TF-IDF features and the SMOTE method, the RV-VC model can 
achieve a 97% accuracy.

Flores et al. [12] used the SMOTE method for sentiment analysis to test the SVM and 
Naive Bayes on imbalanced datasets. Results show that preprocessing, training, and test-
ing split effectiveness and data balancing are all prevalent aspects in achieving improved 
results. For sentiment analysis on the Arabic tweets related to COVID-19, the study [13] 
used ensemble classifiers with SMOTE. Word2vec embedding is used, as well as sin-
gle and ensemble classifiers are used with and without SMOTe. The ensemble approach 
using word embedding and the SMOTE technique outperforms the competition. The 
research [14] focused on the performance of machine learning models in determining 
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the polarity score for extremely imbalanced datasets using word-embedding features. 
A number of basic classifiers and ensemble classifiers are investigated with and with-
out SMOTE. The results show that using ensemble methods with SMOTE and embed 
words improved the F1 score by more than 15% on average over the baseline technique. 
Another research [15] classified news using the SMOTE and Borderline SMOTE tech-
niques on imbalanced datasets to show that using SMOTE produces better results.

Along the same lines, the study [16] used oversampling approaches to overcome the 
problem of imbalance dataset classes in sarcasm detection from social media tweets. 
The authors demonstrated that SMOTE and Borderline SMOTE are efficient in classify-
ing sarcasm sentiments. Borderline SMOTE and ADASYN oversampling approaches for 
multi-text classification problems are compared in the study [17].

KNN and SVM models are used in the study. Results show the supremacy of SMOTE 
to improve the performance of models. Another research [18] employed the SMOTE 
approach for sentiment and emotion classification on an imbalanced dataset. Sentiment 
analysis regarding spam reviews is carried out in [19] using the SMOTE approach. Simi-
larly, the study [20] employed the machine learning techniques, and K-means SMOTE 
method to balance the dataset to predict school student performance and showed supe-
rior results using the balanced dataset.

The study [21] conducted sentiment analysis on tweets concerning online educa-
tion using an imbalanced dataset. The study employed an e-learning dataset that was 
extracted using various keywords from the Twitter API. The authors employed lexicon-
based and feature engineering techniques to label the tweets and extract features from 
them. The experiments are carried out using machine and deep learning models using 
SMOTE-balanced datasets. The performance of the models is better using SMOTE. The 
authors employ SMOTE in [22] to undertake a comparative analysis of three classifiers 
for sentiment analysis. The study states that SMOTE used with TF-IDF features provides 
the best results. Another research [23] analyzed the sentiments of people regarding 
e-sports education using an imbalanced Twitter dataset. The study compared the per-
formance of Naive Bayes and SVM using SMOTE oversampling. Experimental results 
reveal that the Naive Bayes technique has the best accuracy score when used with the 
SMOTE balanced dataset.

Balaji et al. [24] employ robust machine learning methods to provide a comprehensive 
evaluation of numerous applications of sentiment analysis. The study commences with 
a comprehensive examination of machine learning methods specifically utilized for sen-
timent analysis. Subsequently, they provide a comprehensive examination of machine 
learning methodologies for sentiment analysis. Additionally, they offer a comprehensive 
examination of the limitations and benefits associated with employing machine learning 
in social media analysis. Another study [25] offers a comprehensive statistical analysis of 
Extensive Feature Selector (EFS), a new method for feature selection that uses probabil-
ity based on classes and corpora. On four benchmark data sets, it compares EFS to nine 
alternative FS approaches using KNN, support vector machines, and multinomial Naive 
Bayes classifiers. The results show that out of the ten methods tested, EFS consistently 
yields the best results.

The study [26] examined how globalization tactics impacted local feature selec-
tion (LFS) techniques using feature-rich datasets. The authors used the weighted-sum, 
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summation, and maximum approaches to analyze globalization. Utilizing DFSS, odds 
ratio (OR), and chi-square (CHI) techniques, the researchers examined the effects of 
globalization initiatives. The approach with the highest degree of internationalization 
success, according to the findings, was the AVG technique. The DFSS approach outper-
formed RE and CHI2 in terms of MCB and MCU characteristics. The authors found the 
CHI2 method to be more accurate in terms of DFSS and OR techniques.

The paper [27] conducted a comprehensive examination of the DL and ML techniques 
used in the diagnosis of depression. They also emphasize the constraints of the current 
research efforts. However, this research lacks the capacity to conduct a comprehensive 
review of prior investigations. The authors in the paper [28] used a neural network archi-
tecture in the development of the proposed deep learning model to accurately identify 
the musical genre from aural inputs. The proposed approach boasted an impressive 
accuracy rate of 90.3%, surpassing the results of previous research in its competition. 
The deep model’s performance consistency was evaluated by conducting K-fold cross-
validation with different values of k. The study [29] provided a cutting-edge deep learn-
ing model. By deftly combining deep learning approaches with various word embedding 
techniques, the model conducts multi-class sentiment analysis on a dataset consisting 
of tweets from six prominent US airlines. To detect emotional content and insert words, 
the selected systems use a range of deep learning approaches. The approach begins with 
cleaning tweets and applying CNN’s pre-processing algorithms to the raw data from 
DNN.

There is a lot of research on oversampling and performance analysis that uses ensem-
ble methods or simple machine learning models. They used word embedding models, 
also known as “bags of words,” to extract semantic information from texts. Even though 
these models work, it’s hard for them to generalize complicated speech patterns and 
attitudes that depend on the situation. In machine learning, class imbalance, or the 
improper display of one mood class, is a major issue. Inequalities in the data may make it 
harder for skewed models to work well with minority classes. In an effort to address this 
problem, researchers have only focused on SMOTE and borderline SMOTE in the entire 
literature. We are still debating how to address class imbalances in this research, as these 
methods do not perform very well.

Text data preparation is another drawback yet frequently overlooked aspect of the 
analysis of tweets in the performance analysis of machine learning research. Preparing 
raw text for machine learning models is an essential step. Numerous studies either do 
not pretest or employ methods that consume a great deal of computational power with-
out significantly enhancing performance. Ineffective preparation has an impact on the 
model’s performance, the duration of the training process, and operational costs. Negli-
gently normalized and extracted feature models from textual data could be problematic, 
thereby degrading the performance of mood classifiers.

Another drawback of existing approaches is the selection of appropriate oversampling 
and feature engineering techniques. The authors in studies such as [14–19] do not select 
appropriate sampling and feature techniques. Some studies used only one SMOTE tech-
nique to validate the performance of machine learning on balanced data. Only the single 
oversampling technique does not validate or provide assurance of the superiority of the 
model in text classification. Also, feature engineering is most important to enhance the 
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performance of models. Another aspect is the use of some basic machine learning mod-
els without optimization and hyper-parameter tuning for training large datasets.

In the literature, we noticed that without proper preprocessing, inadequate selection 
of oversampling and feature engineering techniques may lead to unsatisfactory results. 
The authors in the study [10] only utilized SMOTE and simple models; the performance 
of machine learning was not satisfactory, and hence the overall results were very poor. 
The study [11] also utilized the SMOTE and Ensemble ML models. An ensemble of three 
simple models takes a lot of time to process and provide predictions in its early stages, 
so only using a single SMOTE technique can ensure that the ensemble works better 
on SMOTE data. The study [12] also utilized the single SMOTE technique and did not 
perform data preprocessing techniques properly to lessen the training resources. Their 
study achieved poor results. The study [14] employed SMOTE to balance and enhance 
the dataset samples, but their study conducted experiments only with a total of 1798 
samples, which is very limited and causes overfitting with ensemble methods. They used 
SMOTE but achieved only 78% accuracy.

From the above-discussed research works, several points can be deduced. First, the 
performance of machine learning tends to improve when a balanced dataset is used. 
Dataset balancing provided an approximately equal number of samples for model 
training and overcomes the problem of model skewness in the majority class. Second, 
SMOTe is the most widely used oversampling approach for data balancing and is pre-
dominantly used by existing studies. Third, TF-IDF is most widely used along with the 
SMOTE and shows better results than other feature engineering approaches. Last and 
foremost, despite several works investigating the influence of oversampling approaches 
on the performance of machine learning models, studies analyzing the comparative per-
formance of various oversampling approaches rarely exist. Therefore, this study focuses 
on selecting the most commonly used oversampling approaches and performs a com-
parative study to fill this gap. Table 1 illustrates the summary of the state-of-the-art sum-
mary along with their limitations and contributions.

Materials and proposed methodology
This section describes the datasets, oversampling approaches, machine learning models, 
and evaluation parameters used in this study in detail. Figure  1 shows the flow of the 
methodology adopted for this study. Starting with the data acquisition, the study per-
forms the preprocessing followed by applying various oversampling approaches to bal-
ance the dataset. The data is then split into train and test subsets for training and testing, 
respectively.

Description of datasets

This study utilized the EndViolence dataset that was taken from the Kaggle data-
bases [30]. Twitter API as well as Python code are used to gather tweets. A daily 
search for the hashtag #EndViolence is carried out for a specified number of days in 
order to acquire a bigger number of tweet data. The tweets include information such 
as the user’s name, location, description, time, followers, friends, favorites, verified 
status, hashtags, and source. Over 10,000 tweets have been taken, of which 8537 
are neutral and 919 are positive, while 544 tweets are deemed negative. The second 
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dataset is related to E-commerce tweets which are also taken from Kaggle. It con-
tains tweets related to various online e-commerce websites, online business stores, 
etc. Both datasets have an imbalanced distribution of positive, negative, and neutral 
tweets and are highly imbalanced. We are dealing with multiclass text classification 
and imbalanced data classification problems. The authors employ imbalanced data-
sets as a means of addressing the challenge of multiclass text classification. Several 
oversampling procedures are employed to address the issue of imbalanced classifi-
cation. One class has a much higher level of samples compared to the others in an 
imbalanced classification. The problems of minority classes are solved using sam-
pling techniques. The quantity of the Twitter dataset before and after performing 
sampling techniques is presented in Table 2.

Preprocessig

Preprocessing is the process by which unstructured data is transformed into rep-
resentations that are intelligible and suitable for machine learning models [31]. 
Preprocessing is largely utilized in order to improve the quality of input data by min-
imizing the amount of noise, redundant data, and unnecessary data. This allows the 
machines to detect the essential patterns that can be used to extract meaningful and 
relevant information from the preprocessed data. The data in this research is pre-
processed using the steps described below in Table 3.

Fig. 1 Proposed work diagram

Table 2 The quantity of the Twitter dataset before and after performing sampling techniques

Sampling techniques EndViolence dataset Ecommerce 
dataset

Before applying sampling Technique 10000 14896

After applying SMOTE 25611 21870

After applying SVM_SMOTE 25611 21870

After applying K-Means SMOTE 25611 21870

After applying ADASYN 25967 20464

After applying Border-Line SMOTE 25611 21870
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Feature engineering

For training the machine learning model, feature engineering is used to extract impor-
tant information from the raw data. Preparing data for the models is a critical step; 
before building a learning model, one must first pick what features to employ [32]. 
In order to increase prediction accuracy, learning algorithms use features retrieved 
from data depending on the data’s structure. The model’s performance is improved as 
a result of selecting the appropriate feature extraction approach. For sentiment classi-
fication, the choice of feature engineering approach plays a significant role. In view of 
their wide use for sentiment classification, this study uses BoW and TF-IDF features.

In feature engineering, features are taken from a network intrusion dataset using 
the Bag of Words (BoW) and Term Frequency-Inverse Document Frequency (TF-
IDF) feature extraction methods. The utilization of the BoW method in this work 
was motivated by its user-friendly nature, computational efficiency, and satisfactory 
performance on extensive textual datasets. However, to overcome the constraints 
associated with BoW and enhance the efficacy of the feature engineering process, we 
employed the more sophisticated TFIDF methodology. These methodologies demon-
strate enhanced efficiency in handling intricate textual data. The utilization of other 
methodologies, such as word embedding and transformers, is limited in our study due 
to their high computing requirements and intricate architectural design. Transform-
ers have a substantial computational overhead, necessitating a significant amount of 
time for computation. The technique of feature extraction employed by transformers 
is characterized by a higher degree of complexity when compared to alternative meth-
odologies. Furthermore, the alternative approaches exhibit limitations in successfully 
capturing contextual information and introduce biases in the data as a result of their 
large model size and limited training data.

Table 3 Pre-processing steps followed in this study

Step Description

Convert to lower case In the process of preprocessing, we converted all of the text to lowercase. This 
conversion is critical because of the case sensitivity issue of machine learning 
models. The models treat the words ’happy’ and ’Happy’ differently if conversion 
is not performed on the data.

Stop words removal The elimination of information that is irrelevant to classification tasks is a sig-
nificant aspects of preprocessing. Models can not employ stop words to make 
decisions since they have no meaning. To improve the model’s performance, 
unnecessary words must be removed from the data during preprocessing.

Removal of punctuation Data preprocessing includes removing punctuation, such as “[#,$,@,” “!,” “ &,” and “*,” 
from the data. Nothing is changed, except that it makes it easier for the machine 
learning models to distinguish between distinct characters when it is removed.

Number and URL’s removal Numerical values are removed in order to enhance the data’s quality. There are 
several challenges with feature extraction in text data since it contains many 
quantitative values that are of little utility in decision-making processes. In order 
to classify data, it is not necessary to use values that include any numeric infor-
mation. Also, the uniform resource locators (URLs) are removed from the text.

Stemming and Lemmatization As a result of stemming, machine learning models will be able to perform better. 
Stemming removes the ’s’ or ’es’ at the end of the word to change it back to its 
root form. It is the process of turning a word into its original form, which is called 
lemmatization. For example, lemmatization evaluates context and translates 
words to their base form, while stemming just eliminates the final few letters. 
Stemming frequently results in wrong meaning and misspelling problems.
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Bag of words

The BoW approach is easy to comprehend and execute the approach, and it provides a great 
deal of customization for individual text data. It has been utilized successfully on a variety 
of prediction tasks including language modeling and classification of documentation. The 
BoW model [33] disregards the syntax and order of a text but retains the score of its words, 
which aids in feature generation. The BoW features of the following given sample text are 
represented in Table 4

Sample 1: help create multiple online platforms work online
Sample 2: help multiple internet platforms
Sample 3: collaborate across online media

Term frequency‑inverse document‑frequency

TFIDF scores on word frequency are used to assign weights to the most important terms 
in a text, even if they do not appear frequently in the content as a whole. It is an approach 
to make sparse features out of text data. Word frequency in a document is calculated and 
multiplied by the inverse document frequency, the total number of documents containing 
that word. TF is calculated using

In Eq. (1), fxy is the occurrence of term x in document y and ny is the total words in the 
given document. The inverse document frequency of each term is calculated by

In Eq. (2), idf represents the inverse document frequency, N represents the number of 
times term x appears in document y, and dfx represents the occurrence of total docu-
ments appearing in term x. Also, the log function is used to streamline their interpreta-
tion and facilitate their influence to compress the large corpus. The term frequency and 
inverse document frequency of each term are calculated by

(1)tf =
fxy

ny

(2)idf = 1+ log
N

dfx

(3)wxy = tfxy × idfx

Table 4 BoW features for the sample text

Help Create Multiple online platform

Sample 1 1 1 1 2 1

textbfSample 2 1 0 1 0 1

Sample 3 0 0 0 1 0

Work Internet Collaborat Across Media
Sample 1 1 0 0 0 0

Sample 2 0 1 0 0 0

Sample 3 0 0 1 1 1
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In Eq. (3), we multiply tfxy and idfx to attained the TFIDF score ( wxy ) for term x in docu-
ment y. Machine learning models do not take the data in textual form, all the data is vec-
torized by TFIDF and fed to the machine learning models for training [34].

Comparison between TFIDF and BoW

TF-IDF is considered to be a more advanced and efficient method for text analysis 
compared to BoW. This is due to its ability to take into account the significance of 
terms and their contextual relevance. By doing so, TF-IDF can minimize noise and 
enhance the overall quality of data obtained from text data. The BoW approach oper-
ates based on the frequency score of each word. One limitation of the BoW approach 
is its tendency to obscure the semantic meaning of individual words. For example, the 
semantic counterpart of “not awful” might be described as “decent” or even “pleas-
ant.” However, when employed in isolation, the phrases “not” and “awful” elicit nega-
tive emotions. There exist several techniques for reducing the dimensionality of the 
feature space. However, the initial phase of the BoW approach suffers from the draw-
back of just prioritizing terms based on their frequency counts. To address this issue, 
the TF-IDF strategy is presented, including a simple modification to the conventional 
BoW approach. TFIDF addresses the following problems faced by the Bow approach.

• TFIDF handles word importance and common words.
• The sequential nature of data is not taken into consideration by the BoW method 

used in text classification, potentially leading to the loss of important information 
and data sequence.

• The BoW method considers synonyms of terms to have discrete and distinct features. 
The BoW method is ineffective at capturing the data’s inherent semantic information.

• The presence of a large number of datasets or data with a large number of dimen-
sions may result in computational challenges and increased memory requirements.

• The BoW method may struggle with negations and modifiers. This method strug-
gles to manage out-of-vocabulary terms not encountered during training.

Description of oversampling techniques

Machine-based methods give a poor performance on imbalanced classification datasets. 
The main reason is that machine-based methods are designed to operate on an equal 
number of samples for each class on classification datasets. In the case of an imbalanced 
dataset, the models tend to train on the majority class and show skewed performance. 
Data sampling techniques provide a variety of ways to handle and transform the data-
set into a balanced class distribution. In oversampling, there is no loss of information 
from the original data since it keeps all the samples of minority and majority classes. 
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On the other hand, in undersampling, the samples from the majority class are randomly 
removed which causes information loss. So, predominantly, oversampling approaches 
are recommended by the researchers. This study also adopts the concept of oversam-
pling. The workflow of oversampling techniques is represented in Fig. 2.

Synthetic minority oversampling technique

The minority data is replicated from the minority set of data in a traditional oversam-
pling process. Although it increases the quantity of data available, it does not pro-
vide the classification model with any additional knowledge or variation. To address 
this problem, Chawla et  al. [35] introduced the SMOTE which is the most effective 
and commonly used technique. For balancing the dataset, it generates fresh synthetic 
samples. SMOTE generates synthetic data using the KNN technique. It calculates the 
distance between the two sample points as well as the distance between the feature 
vector and its nearest neighbor. It then multiplies the distance by a value between 
0 and 1 at random. At the computed distance, a new point is picked on the line seg-
ment. This procedure is repeated for each of the feature vectors that have been dis-
covered. In terms of preventing overfitting and under-fitting, SMOTE performs better 
than basic sampling approaches [36].

Fig. 2 Workflow diagram for oversampling techniques
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Border‑line SMOTE

Bridges of minority class points are produced due to the presence of some minority 
points inside the domain of majority class points. This problem in the case of SMOTE 
can be solved via Borderline SMOTE which is a modified version of the SMOTE. 
Borderline-SMOTE simply generates synthetic data within the class decision bound-
ary and only a small number of examples along the borderline are over-sampled [37]. 
Most classification methods learn the borderline for every class throughout the train-
ing process in order to produce better results, which is especially crucial for classifi-
cation tasks.

The SMOTE method utilizes a stochastic selection procedure to determine a sam-
ple from the set of minority samples inside the specified category. The Borderline 
SMOTE technique selectively selects samples for synthetic minority oversampling 
based on the criterion that the majority of surrounding instances belong to the major-
ity group. To provide more clarification, it is important to note that the Borderline 
SMOTE is specifically designed to be applicable only to instances that are located on 
the outskirts of the minority class.

Advantages

• The decision boundary is defined by the boundary line, which also generates sam-
ples at the border. The task of classification has grown increasingly challenging, 
while performance in this area has seen significant improvement.

• The technique known as Borderline smote, as previously discussed, mitigates the 
risk of overfitting by producing samples in close proximity to the boundary line.

• This strategy effectively mitigates data noise by generating samples in predeter-
mined locations with the use of the boundary line smote technique.

• Borderline SMOTE is a versatile approach that effectively improves the perfor-
mance of classifiers in several areas because of its compatibility with a diverse set 
of machine learning techniques.

Limitations

• The utilization of computer resources in boundary line smote is greater compared 
to conventional smote due to its focus on borderline samples.

• The efficacy of the classification process may be influenced by the challenging 
endeavor of selecting and optimizing the parameters.

• The Synthetic Minority Over-sampling Technique (SMOTE) consistently gener-
ates synthetic samples, therefore effectively exploring the whole feature space. In 
contrast, Borderline SMOTE may not exhibit the same level of efficiency in this 
regard. This might provide a limitation in cases when the decision boundary is 
complex and encompasses many places.

• In certain regions of the feature space, the utilization of Borderline SMOTE may 
lead to an excessive presence of artificially generated samples, thus introducing 
bias into the model.
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SVM‑SMOTE

SVM-SMOTE is also known as borderline-SMOTE SVM. The primary distinction 
between SVM-SMOTE and other SMOTE variations is that rather than employing 
KNN to detect misclassification like in Borderline-SMOTE, SVM-SMOTE uses the 
SVM algorithm [38]. The SVM is used to find the decision boundary specified via 
support vectors, or a new sample is formed at random along the lines that connect 
each minority class support vector with the number of its own nearest neighbors via 
extrapolation, due to the density of the majority class samples near it.

Adaptive synthetic oversampling

The technique known as ADASYN [39] is based on adaptively producing minority data 
examples according to their densities. ADASYN is an enhanced version of SMOTE. In 
comparison to Borderline-SMOTE, ADASYN adopts a more unique approach. ADASYN 
provides synthetic data based on the data density, whereas Borderline-SMOTE seeks to 
synthesize data around the data decision boundary. The density of the minority class 
might be inversely related to the generation of synthetic data. It means that in sections of 
the feature set where the density of minority examples is low, more synthetic data is cre-
ated, and in regions where the density is high, fewer or none are formed. The algorithm’s 
fundamental function is to give weights to various minority class samples in terms of 
generating different amounts of synthetic data for each example.

K‑Means SMOTE

K-Means SMOTE is a class-imbalanced data oversampling approach. It helps classifica-
tion by creating minority class samples in safe and important portions of the input space. 
The method reduces noise while effectively resolving class imbalances. The K-means 
clustering technique is used to cluster all of the data and choose clusters with a high pro-
portion of minority class samples. More synthetic samples should be assigned to clusters 
with sparse minority class samples [40].

Machine learning models

Machine learning is a key component of artificial intelligence because it allows machines 
to see patterns in large amounts of data and make future predictions based on that data. 
Small and large datasets can benefit from a machine’s ability to enhance its performance. 
The Scikit-learn package is used to create supervised machine learning models. RF, DT, 

Table 5 Hyperparameters settings for machine learning models

Models Parameters setting

SVM kernel=’linear’, C=3.0, random_state=200

DT random_state=0

LR solver=“saga”, multi_class=“multinomial”

RF n_estimators=300,max_depth=300

KNN n_neighbors=5

AdaBoost n_estimators=50, learning_rate=1
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SVM, LR ADA, and KNN are utilized in this study. The hyperparameters for machine 
learning models are presented in Table 5.

Random forest

RF is a classification model that constructs multiple decision trees from the data. An RF 
[41] produces appropriate results without having adjusted hyperparameters and is one 
of the most used machine learning algorithms. RF is one of the most often used machine 
learning algorithms because of its simplicity and diversity. Using a collection of weak 
learners, RF creates a group of strong learners. The RF creates a set of decision trees that 
are independent of one another. Using the decision trees, a majority vote is obtained, 
which is then used to decide the classification.

Support vector machine

The SVM is a machine learning model that may be used for both classification and 
regression problems, and it is based on the support vectors. SVM is more suited for clas-
sification than other algorithms since it is a simpler algorithm that performs better in 
specific natural language processing applications [42]. The point in n-dimensional space 
that each data element represents is seen as a point in this technique, and the hyperplane 
that best distinguishes between these points is produced. The optimum hyperplane is 
chosen based on the highest variance between data points. This study utilizes a linear 
kernel for SVM since it was the most effective in our scenario.

K‑nearest neighbor

KNN is one of the most straightforward supervised classification algorithms available in 
machine learning today. The KNN compares the new data to older examples and places 
it in the most comparable category. The distance between the new data and old classes 
is used to compute similarity. Distance estimate methods include Euclidean, Manhattan, 
and Cityblock. In classification issues, the KNN technique is utilized for both regression 
and classification. KNN is a non-parametric method and makes no inferences from the 
data. KNN has several settings that can be fine-tuned for accuracy. The benefit of KNN 
over other algorithms is that they can explain the classification result in situations where 
black-box models fail [43].

Logistic regression

One of the most often used machine learning algorithms LR is widely applied to clas-
sify data using a statistical function called logistic function (also known as a sigmoid 
function). In logistic regression, the probability ratio is directly modeled. Real values 
can only be between 0 and 1 for this function in order to forecast probability [44]. To 
ascertain the probability of an output variable, the supervised machine learning method 
LR is employed [45]. If the output or dependent variable is binary, it works well, but it 
may also be useful for multi-class data categorization. The data is categorized using the 
logistic function. It is possible to predict a dichotomous dependent variable using the 
LR regression approach. For the LR equation, the maximum-likelihood ratio (MLR) is 
utilized to identify which variables are statistically significant.
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Decision tree

A DT is another well-known supervised machine learning technique that is used to carry 
out classification tasks in the context of data mining [46]. A tree-like structure is used to 
describe the predictive process in DT, where the implementation is performed in branch 
form, with the final prediction occurring at the leaf node. DT is built recursively and learned 
on the training dataset using the training set. The learning phase comes to an end when no 
more splitting can be done in the tree or when the output at the node is the same for the 
goal label or class (whichever comes first). DT does not need the setup of parameters or the 
understanding of a domain, making it an excellent tool for finding relevant and meaningful 
patterns in large amounts of data.

AdaBoost

To improve the overall performance of the final classifier, the AdaBoost (or Adaptive) clas-
sifier combines several weak classifiers into a single strong classifier. At each step, a power-
ful classifier is created by merging many classifiers together. ADA is based on the idea that 
one-level DTs (weak learners) are introduced sequentially to the ensemble classifier [47].

Evaluation parameters

The performance of a machine learning algorithm is determined using evaluation param-
eters. A machine learning model is applied to test data that the algorithms have already 
seen to determine how well they perform on it. Evaluation techniques analyze the model’s 
performance and assign it a score based on its efficiency. To determine how effectively a 
model performs in classification tasks, it is combined with a training set of the same data. 
Typically, machine learning models are assessed using four parameters: accuracy, precision, 
recall, and F1 score. TP is the true positive rate, which refers to the true positive class that 
is predicted as positive. TN stands for true negative, which refers to the models’ true nega-
tive predictions across all negative data. The false positive rate (FP) is the proportion of real 
negative forecasts that are labeled as positive. FN stands for false negative, which refers to 
records that belong to the positive class but are projected to be negative by the models.

The accuracy of classifiers on test data is defined as the ratio of correct predictions to the 
total number of predictions made by the classifiers. The highest accuracy value is 1, demon-
strating that all predictions from the classifier are accurate, while the lowest accuracy score 
is 0. Accuracy may well be estimated using the formula

Precision, also known as positive specificity, is a measure of the proportion of properly 
classified cases among all correctly classified samples. A precision value of 1 indicates 
that every occurrence of data that has been classified as positive is positive.

When comparing positive predictions, recall is a statistic that measures the proportion 
of accurate positive predictions produced of all possible positive predictions. In con-
trast to precision, which still comments upon that accurate positive prediction from all 

(4)Accuracy =
(TP + FN )

(TP + TN + FP + FN )

(5)Precision =
TP

(TP + FP)
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positive predictions, recall offers an indication of the positive predictions that are not 
correctly predicted.

Results and Discussions
In order to solve the problem of oversampling techniques on imbalanced datasets as well 
as to evaluate the performance of machine learning models, several experiments are car-
ried out in this study. Two tweet datasets are used for the experiments to achieve this 
goal. The train-test split is in the ratio of 0.75 to 0.25 where 75% data is used for training 
the model and 25% for testing. To extract relevant features from the tweets, two well-
known feature engineering approaches BoW and TF-IDF are adopted.

(6)Recall =
TP

(TP + FN )

Table 6 Accuracy score of different models on balanced datasets

Models Datasets Features SMOTE SVM-SMOTE K-Means SMOTE ADASYN Border-
Line 
SMOTE

LR EndViolence tweets BoW 83.21 91.89 88.08 77.77 86.75

TFIDF 98.89 98.84 98.78 98.93 98.85

E-commerce tweets BoW 89.52 91.20 93.94 90.12 89.08

TFIDF 94.89 94.56 92.68 94.21 95.51

RF EndViolence tweets BoW 86.11 92.95 90.27 81.74 89.37

TFIDF 99.26 99.10 98.46 99.21 99.21

E-commerce tweets BoW 85.55 88.86 93.59 84.01 85.42

TFIDF 94.42 94.91 94.31 93.67 94.60

SVM EndViolence tweets BoW 83.32 92.30 88.34 78.06 87.25

TFIDF 99.57 99.54 99.46 99.67 99.59

E-commerce tweets BoW 87.01 88.20 95.43 90.46 85.95

TFIDF 97.64 97.43 96.41 97.55 97.60

DT EndViolence tweets BoW 85.49 92.94 89.53 81.28 89.00

TFIDF 98.03 97.65 97.78 97.93 97.65

E-commerce tweets BoW 83.88 86.46 96.48 84.12 83.10

TFIDF 94.29 93.70 96.45 92.13 92.81

ADA EndViolence tweets BoW 78.61 88.19 84.88 69.14 80.66

TFIDF 90.98 90.64 88.97 89.18 88.83

E-commerce tweets BoW 63.09 68.47 85.45 62.93 66.00

TFIDF 69.23 72.16 73.10 73.03 73.55

KNN EndViolence tweets BoW 84.50 92.20 83.05 74.58 83.21

TFIDF 95.04 94.95 95.86 95.53 94.95

E-commerce tweets BoW 63.09 65.10 74.62 57.42 63.23

TFIDF 71.04 68.70 76.96 61.61 71.56

GBM EndViolence tweets BoW 85.34 91.20 84.27 78.27 86.23

TFIDF 96.24 95.25 96.03 96.38 95.93

E-commerce tweets BoW 74.19 71.24 74.19 65.35 72.49

TFIDF 77.23 75.26 78.94 73.28 72.38
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Results of ML models on oversampled datasets

Table  6 shows the accuracy results of machine learning models using different over-
sampling techniques with BoW and TF-IDF features. Five oversampling techniques 
SMOTE, SVM-SMOTE, K-Means SMOTE, ADASYN, and Border-Line SMOTE are 
used in this study. Of the employed machine learning models, the SVM model performs 
best and achieved 99.67% accuracy on the ADASYN technique, 99.57% using SMOTE, 
and 99.59% using Border-Line SMOTE technique using the TFIDF feature extraction 
approach. The SMOTE oversampling technique, which uses the KNN algorithm to arti-
ficially enhance the data, outperforms all other techniques for the EndViolence tweets 
dataset, which is extremely imbalanced. The SMOTE also performs well for E-commerce 
tweet datasets and attained a 99.26% accuracy score using TFIDF features with RF. How-
ever, when these datasets are used, the BoW features do not outperform well as com-
pared to TF-IDF features.

Several patterns can be observed from these experiments. First, machine learning 
models perform better when used with TF-IDF features for both datasets. Second, pre-
dominantly, SMOTE, ADASYN, and Border-line SMOTE show better results for all the 

Table 7 Precision score for positive tweets using different models with sampled datasets

Models Datasets Features SMOTE SVM-SMOTE K-Means SMOTE ADASYN Border-
Line 
SMOTE

LR EndViolence tweets BoW 90.06 95.45 92.76 83.18 93.13

TFIDF 98.23 98.05 98.08 98.05 98.05

E-commerce tweets BoW 94.34 94.14 94.65 96.43 92.23

TFIDF 96.07 95.34 93.76 97.23 97.34

RF EndViolence tweets BoW 90.76 94.23 93.02 86.06 94.77

TFIDF 98.53 98.33 99.17 99.47 99.43

E-commerce tweets BoW 91.90 92.51 96.11 97.10 90.40

TFIDF 98.03 98.32 97.23 99.42 97.85

SVM EndViolence tweets BoW 87.55 95.12 91.72 82.74 91.38

TFIDF 99.07 99.19 98.06 99.26 99.03

E-commerce tweets BoW 92.49 90.44 96.63 97.23 82.54

TFIDF 98.77 98.35 97.48 98.76 98.46

DT EndViolence tweets BoW 91.36 94.66 91.75 86.45 93.45

TFIDF 98.12 97.29 97.23 95.76 95.56

E-commerce tweets BoW 90.40 88.23 96.24 92.75 84.43

TFIDF 96.23 95.45 97.06 94.23 93.78

ADA EndViolence tweets BoW 92.23 96.46 90.09 78.23 91.02

TFIDF 85.24 83.88 83.22 85.76 84.34

E-commerce tweets BoW 71.20 71.66 95.23 86.65 82.34

TFIDF 64.34 73.24 62.76 78.43 80.56

KNN EndViolence tweets BoW 91.34 95.09 69.46 78.87 72.64

TFIDF 97.34 95.67 91.76 95.84 88.38

E-commerce tweets BoW 85.45 78.35 96.45 97.09 67.97

TFIDF 85.65 84.07 59.80 90.96 84.46

GBM EndViolence tweets BoW 92.98 93.13 74.38 80.73 72.64

TFIDF 96.18 95.67 92.10 97.40 90.19

E-commerce tweets BoW 89.28 83.20 92.10 93.20 78.90

TFIDF 87.34 86.21 76.36 93.91 88.28
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machine learning models, specifically when used with TF-IDF features. Third, the per-
formance of the models is more smooth using TF-IDF and oversampling techniques and 
shows more consistent results as compared to the use of BoW where the performance 
has large gaps for various oversampling approaches.

Table  7 shows the precision results of oversampling techniques employing machine 
learning models with BoW and TF-IDF features on the oversampled dataset. The pre-
cision score can also be used to evaluate oversampling techniques based on machine 
learning models. SMOTE, SVM-SMOTE, ADASYN, and Border-Line SMOTE tech-
niques achieved 99.47 % with the RF model and SVM whereas RF with TF-IDF feature 
extraction methods achieved 98.03% with the SVM-SMOTE methodology. As for BoW 
features using the RF model, ADASYN and K-Means SMOTE work well and achieve 
97.23% precision.

Table 8 represents the recall score for ML models on oversampling techniques with 
balanced datasets using TF-IDF and BoW features. The results show that RF, SVM, and 
LR perform superbly on the Endviolence tweets dataset using TF-IDF features with all 
oversampling techniques and can attain a 99.99% recall score. The KNN obtains the 

Table 8 Recall score for positive tweets using oversampling techniques

Models Datasets Features SMOTE SVM-SMOTE K-Means SMOTE ADASYN Border-
Line 
SMOTE

LR EndViolence tweets BoW 71.78 85.45 73.02 64.43 72.34

TFIDF 99.01 99.46 99.44 100.0 100.0

E-commerce tweets BoW 83.56 87.43 91.22 87.44 82.54

TFIDF 89.67 91.23 91.46 84.77 91.35

RF EndViolence tweets BoW 78.35 87.65 78.55 71.53 79.78

TFIDF 99.99 99.98 99.98 99.98 99.98

E-commerce tweets BoW 81.07 87.87 79.23 78.56 84.86

TFIDF 94.76 87.56 91.35 81.56 87.65

SVM EndViolence tweets BoW 74.08 85.76 73.98 64.43 75.07

TFIDF 99.99 99.99 100.0 99.98 100.0

E-commerce tweets BoW 82.27 85.44 83.23 88.76 84.55

TFIDF 87.76 95.34 94.64 93.67 95.24

DT EndViolence tweets BoW 77.21 88.22 76.76 70.65 78.66

TFIDF 97.45 97.75 98.24 98.23 97.76

E-commerce tweets BoW 78.04 85.24 95.05 78.45 78.05

TFIDF 91.35 90.48 95.35 85.43 79.26

ADA EndViolence tweets BoW 62.45 75.07 65.35 45.36 56.98

TFIDF 91.44 90.28 87.24 86.06 87.19

E-commerce tweets BoW 67.01 66.74 64.39 76.24 61.06

TFIDF 55.17 53.39 71.42 57.49 61.29

KNN EndViolence tweets BoW 75.27 86.04 93.23 64.37 92.26

TFIDF 100.0 99.98 99.98 99.99 99.99

E-commerce tweets BoW 52.34 65.46 32.45 28.35 62.37

TFIDF 68.23 60.35 96.06 40.32 70.22

GBM EndViolence tweets BoW 81.34 88.26 95.34 70.35 95.34

TFIDF 93.53 95.34 96.54 97.53 99.99

E-commerce tweets BoW 65.63 70.54 50.43 56.43 69.65

TFIDF 73.45 74.32 97.64 69.54 80.23
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same recall score for positive tweets using BoW and TF-IDF features on all oversampling 
techniques except for the K-means SMOTE where its recall score is 32.45% with BoW 
features and 96.06% with TF-IDF features. Results demonstrate that TFIDF features are 
very effective for balanced datasets while BoW features do not perform well for balanced 
tweets datasets in our work. Overall, the Borderline SMOTE shows superior perfor-
mance than other oversampling approaches.

Table 9 represents the precision score for machine learning models on oversampled 
datasets with BoW and TF-IDF features. ADASYN and SVM-SMOTE attained a 99.99% 
precision score with TF-IDF features and ADA attained a 99.44% precision score using 
BoW features on the E-commerce tweets dataset.

Table 10 presents the recall score for tweets of ML models on over-sampled datasets 
using features BoW and TFIDF. LR, SVM, and RF these three models perform outclass 
using features TFIDF and increase the models’ performance overall but using features 
BoW, these models do not perform well.

Finally, all oversampling techniques artificially increase the size and features of the 
datasets used to train machine learning models. For positive and negative tweets, the 

Table 9 Precision score of negative tweets machine learning models using balanced dataset

Models Datasets Features SMOTE SVM-SMOTE K-Means SMOTE ADASYN Border-
Line 
SMOTE

LR EndViolence tweets BoW 77.34 86.48 78.44 73.25 79.05

TFIDF 98.22 99.05 99.26 99.46 99.35

E-commerce tweets BoW 85.35 90.35 99.47 87.27 85.06

TFIDF 98.35 98.06 99.23 96.24 98.37

RF EndViolence tweets BoW 81.24 88.43 80.64 77.34 81.12

TFIDF 98.47 99.98 99.86 99.98 99.99

E-commerce tweets BoW 78.13 88.32 99.24 77.32 85.36

TFIDF 99.34 99.18 99.34 98.16 99.46

SVM EndViolence tweets BoW 77.54 87.46 77.23 73.00 79.76

TFIDF 99.87 99.99 99.06 99.99 99.05

E-commerce tweets BoW 80.00 83.35 98.47 85.42 79.34

TFIDF 99.00 99.24 99.00 98.16 99.05

DT EndViolence tweets BoW 80.40 88.35 80.05 76.44 81.53

TFIDF 98.32 98.28 98.34 99.23 99.45

E-commerce tweets BoW 78.07 83.32 98.11 82.36 82.42

TFIDF 96.23 96.22 97.10 95.05 95.43

ADA EndViolence tweets BoW 71.08 81.21 73.12 60.22 69.13

TFIDF 91.21 91.33 87.13 85.22 91.32

E-commerce tweets BoW 94.95 94.47 95.07 50.34 99.44

TFIDF 93.10 92.05 97.42 89.91 86.13

KNN EndViolence tweets BoW 78.05 86.40 91.05 57.94 90.43

TFIDF 89.04 90.04 97.12 90.75 98.43

E-commerce tweets BoW 50.32 58.10 99.36 45.97 52.04

TFIDF 58.08 56.33 96.96 48.67 59.43

GBM EndViolence tweets BoW 74.54 80.54 86.44 83.22 89.44

TFIDF 78.53 89.09 90.37 90.34 91.32

E-commerce tweets BoW 45.54 54.32 88.43 56.43 56.44

TFIDF 60.43 59.62 89.53 56.89 67.83
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RF model achieves the maximum accuracy, precision, and recall score on SMOTE and 
ADASYN oversampled datasets, according to the results of experiments using the TF-
IDF features. The only model KNN performs well with BoW and TF-IDF features with a 
recall score of 1.00% for the K-means SMOTE case.

In Fig. 3 accuracy of different supervised machine learning models on imbalanced data 
sets i.e., the EndViolence tweets dataset and E-commerce tweets dataset are represented. 
Experiments utilized BoW features on balanced Endviolenced tweets with six models 
and the graph shows that SVM-SMOTE works very well. Similarly, K-means SMOTE 
also performs well but in Fig.  3(b) K-means SMOTE is on top of all techniques with 
the highest accuracy using TF-IDF features. Figure  3(c) shows that the SVM-SMOTE 
performs best with some models and K-means SMOTE with RF model using BoW fea-
tures. Figure 3(d) represented that SMOTE and ADASYN attained much better results 
with TFIDF features. Overall, SVM-SMOTE and K-means SMOTE perform well using 
BoW while SMOTE and ADASYN attained the highest accuracy with TF-IDF features as 
compared to BoW features.

Table 10 Recall score of negative tweets using different machine learning models

Models Datasets Features SMOTE SVM-SMOTE K-Means SMOTE ADASYN Border-
Line 
SMOTE

LR EndViolence tweets BoW 82.01 95.12 95.09 74.12 92.33

TFIDF 99.99 99.99 100.0 99.98 99.99

E-commerce tweets BoW 95.23 94.67 92.23 95.35 96.23

TFIDF 98.23 98.43 90.02 100.0 99.43

RF EndViolence tweets BoW 84.67 95.33 95.12 78.77 94.32

TFIDF 99.99 99.98 99.97 100.0 99.99

E-commerce tweets BoW 94.21 94.44 92.43 95.23 92.00

TFIDF 96.41 96.39 93.32 97.87 96.13

SVM EndViolence tweets BoW 81.09 94.97 95.23 75.07 90.92

TFIDF 99.98 99.98 99.97 100.0 99.99

E-commerce tweets BoW 96.23 96.48 95.04 95.09 95.45

TFIDF 99.99 99.22 96.32 98.32 99.21

DT EndViolence tweets BoW 85.35 94.56 95.42 79.75 93.66

TFIDF 97.87 97.45 97.65 97.65 97.65

E-commerce tweets BoW 93.77 93.23 96.45 94.24 90.53

TFIDF 95.98 95.34 95.67 95.23 94.54

ADA EndViolence tweets BoW 78.44 93.04 93.32 68.12 90.12

TFIDF 84.32 83.08 82.23 85.24 80.34

E-commerce tweets BoW 25.00 43.45 90.34 90.34 39.34

TFIDF 58.34 66.45 51.32 65.60 65.45

KNN EndViolence tweets BoW 85.48 96.34 58.67 95.43 61.95

TFIDF 99.99 99.98 99.97 99.99 100.0

E-commerce tweets BoW 98.34 95.24 85.45 99.98 87.24

TFIDF 99.99 99.20 87.15 99.98 99.99

GBM EndViolence tweets BoW 78.33 88.59 60.43 90.36 65.34

TFIDF 90.87 92.89 94.36 94.89 96.10

E-commerce tweets BoW 88.98 92.87 88.39 95.39 90.37

TFIDF 95.93 95.29 93.20 96.40 96.34
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Fig. 3 Accuracy of different models on balanced datasets.a EndViolence tweets dataset with BoW features, 
b EndViolence tweets dataset with TFIDF features, c E-commerce tweets dataset with BoW features, and d 
E-commerce tweets dataset with TFIDF features

Table 11 10-fold results using models on oversampled E-Commerce dataset

Model Oversampling-techniques

Features SMOTE SVM-SMOTE K-Means SMOTE ADASYN Border-Line SMOTE

LR BoW 0.880 ± 0.055 0.894 ± 0.060 0.925 ± 0.071 0.896 ± 0.074 0.868 ± 0.066

TDIDF 0.944 ± 0.026 0.945 ± 0.026 0.903 ± 0.103 0.936 ± 0.020 0.948 ± 0.024

RF BoW 0.836 ± 0.055 0.853 ± 0.065 0.931 ± 0.070 0.792 ± 0.087 0.826 ± 0.068

TDIDF 0.941 ± 0.034 0.939 ± 0.033 0.916 ± 0.086 0.935 ± 0.020 0.934 ± 0.043

SVM BoW 0.860 ± 0.52 0.874 ± 0.057 0.909 ± 0.058 0.897 ± 0.064 0.848 ± 0.064

TDIDF 0.976 ± 0.010 0.974 ± 0.012 0.943 ± 0.059 0.974 ± 0.008 0.976 ± 0.013

DT BoW 0.810 ± 0.052 0.828 ± 0.064 0.923 ± 0.049 0.767 ± 0.069 0.793 ± 0.068

TDIDF 0.938 ± 0.033 0.930 ± 0.042 0.946 ± 0.041 0.891 ± 0.042 0.912 ± 0.053

ADA BoW 0.634 ± 0.037 0.657 ± 0.048 0.839 ± 0.112 0.684 ± 0.114 0.591 ± 0.096

TDIDF 0.693 ± 0.041 0.688 ± 0.036 0.823 ± 0.108 0.704 ± 0.042 0.707 ± 0.045

KNN BoW 0.611 ± 0.057 0.610 ± 0.101 0.733 ± 0.122 0.526 ± 0.069 0.605 ± 0.064

TDIDF 0.690 ± 0.068 0.649 ± 0.065 0.750 ± 0.126 0.605 ± 0.063 0.685 ± 0.060

GBM BoW 0.872 ± 0.046 0.667 ± 0.102 0.787 ± 0.101 0.553 ± 0.071 0.648 ± 0.069

TDIDF 0.710 ± 0.029 0.684 ± 0.054 0.774 ± 0.110 0.645 ± 0.046 0.656 ± 0.059
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K-fold cross-validation results on oversampled datasets

In 10-fold cross-validation, a dataset is divided into 10 parts randomly. The 90% data is 
used for training and the remaining 10% is used as a ’holdout-set’ for testing randomly. 
We reserve different testing data and repeat the process 10 times at each iteration. It 
is a well-known and widely used method to show the efficiency and appropriateness of 
models. 10-fold cross-validation results are shown in Table 11 and Table 12. The experi-
ments show that with 10-fold cross-validation, all ML models perform significantly well 

Table 12 10-fold cross-validation results using models on oversampled EndViolence tweets dataset

Model Oversampling-techniques

Features SMOTE SVM-SMOTE K-Means SMOTE ADASYN Border-Line SMOTE

LR BoW 0.837 ± 0.008 0.906 ± 0.694 0.846 ± 0.059 0.747 ± 0.040 0.85 3 ± 0.017

TDIDF 0.989 ± 0.010 0.988 ± 0.004 0.986 ± 0.019 0.980 ± 0.018 0.987 ± 0.014

RF BoW 0.873 ± 0.009 0.929 ± 0.499 0.870 ± 0.051 0.772 ± 0.039 0.86 ± 0.018

TDIDF 0.992 ± 0.008 0.990 ± 0.012 0.986 ± 0.023 0.988 ± 0.014 0.989 ± 0.018

SVM BoW 0.837 ± 0.013 0.912 ± 0.673 0.846 ± 0.058 0.749 ± 0.030 0.860 ± 0.027

TDIDF 0.995 ± 0.004 0.993 ± 0.007 0.994 ± 0.005 0.994 ± 0.008 0.993 ± 0.009

DT BoW 0.868 ± 0.018 0.926 ± 0.056 0.868 ± 0.060 0.765 ± 0.033 0.883 ± 0.028

TDIDF 0.978 ± 0.018 0.977 ± 0.021 0.980 ± 0.023 0.954 ± 0.019 0.978 ± 0.026

ADA BoW 0.795 ± 0.009 0.856 ± 0.087 0.790 ± 0.042 0.701 ± 0.033 0.793 ± 0.013

TDIDF 0.906 ± 0.024 0.885 ± 0.043 0.889 ± 0.0.44 0.875 ± 0.036 0.880 ± 0.027

KNN BoW 0.842 ± 0.033 0.898 ± 0.076 0.869 ± 0.057 0.726 ± 0.048 0.876 ± 0.019

TDIDF 0.954 ± 0.015 0.957 ± 0.018 0.754 ± 0.124 0.937 ± 0.019 0.947 ± 0.023

GBM BoW 0.902 ± 0.012 0.901 ± 0.065 0.884 ± 0.043 0.754 ± 0.029 0.902 ± 0.012

TDIDF 0.973 ± 0.010 0.962 ± 0.013 0.784 ± 0.131 0.956 ± 0.014 0.961 ± 0.011

Fig. 4 Deep-learning architecture
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while SVM attains the highest 0.973% accuracy using TF-IDF features on the SMOTE 
oversampled E-commerce dataset.

Similarly, 10-fold cross-validation results for the EndViolence dataset are given in 
Table 12. The highest accuracy of 0.995 is obtained using the SVM with SMOTE over-
sampled dataset while working with TF-IDF features. The performance of machine 
learning models is better and consistent with small variations when TF-IDF features are 
used for oversampling approaches.

Results of deep learning models on balanced datasets

In this section, the results of deep learning models on E-commerce and EndViolence 
datasets are represented. Figure  4 provides the details of the deep learning model 
implementation. These models are utilized with the ’categorical-crossentropy’ loss 
function, for three classes. The ’softmax activation function is used while the ’Adam’ 
optimizer is utilized for optimization. All models are fitted with 100 epochs and the 
batch size is set to 64.

Table 13 Results of deep learning models on E-commerce and EndViolence tweets dataset

Models Dataset Accuracy Class Precision Recall

CNN EndViolence tweets 96.11 Positive 84.12 80.34

Negative 79.86 75.45

Neutral 98.04 99.09

E-commerce tweets 93.38 Positive 94.52 95.92

Negative 87.23 78.23

Neutral 95.41 96.04

LSTM EndViolence tweets 95.95 Positive 77.33 89.19

Negative 73.64 67.04

Neutral 99.98 98.23

E-commerce tweets 93.80 Positive 93.04 95.04

Negative 88.21 82.42

Neutral 96.23 96.23

BiLSTM EndViolence tweets 95.65 Positive 79.32 85.21

Negative 77.27 72.12

Neutral 99.23 99.22

E-commerce tweets 92.82 Positive 91.19 96.54

Negative 86.23 82.05

Neutral 96.04 92.23

GRU EndViolence tweets 94.16 Positive 82.14 83.18

Negative 75.10 67.98

Neutral 89.09 90.02

E-commerce tweets 90.98 Positive 90.19 92.12

Negative 83.10 80.90

Neutral 91.02 89.94

RNN EndViolence tweets 90.91 Positive 74.34 82.10

Negative 73.29 67.38

Neutral 88.39 87.34

E-commerce tweets 83.22 Positive 84.30 87.35

Negative 79.37 79.96

Neutral 83.20 85.29
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Table 13 shows the results of CNN, LSTM, and BiLSTM models to evaluate the per-
formance of two datasets. The CNN model shows better performance as compared to 
the other two models with an accuracy score of 96.11%. The BiLSTM model does not 
perform well and is able to attain an accuracy of 95.65% on the EndViolence tweets 
dataset and 92.82% on the E-commerce tweets dataset.

Statistical T-test comparison

To determine the superiority of our approach over others, we conduct statistical tests 
to evaluate its performance. We achieve this by comparing the performance metrics 
of our models with those of other approaches. We used the null hypothesis approach 
(H0) , which effectively differentiates between two model performances and ensures 
no evidence of a significant difference. To achieve this, we first used the primary per-
formance measures and their corresponding predictions on the same datasets. Next, 

Table 14 Statistical T test results

Models Statistical t test P-value Hypothesis

SVM-ADASYN vs. CNN 50.346 0.003 Rejected

SVM-ADASYN vs. LSTM 13.422 0.005 Rejected

SVM-ADASYN vs. BiLSTM 13.245 0.005 Rejected

SVM-ADASYN vs. LR 5.188 0.035 Rejected

SVM-ADASYN vs. RF 4.561 0.044 Rejected

SVM-ADASYN vs. DT 19.580 0.002 Rejected

SVM-ADASYN vs. ADA 25.109 0.001 Rejected

SVM-ADASYN vs. KNN 78.637 0.000 Rejected

Table 15 Performance comparison of the latest approach introduced to other current methods

References Authors Models Oversampling technique Accuracy Year

[21] Mujahid et al. SVM SMOTE 95.45 2021

[17] Glazkova et al. SVM Border-Line SMOTE 73.67 2020

[11] Rupapara et al. RVVC SMOTE 97.05 2021

[12] Floeres et al. SVM SMOTE 83.16 2018

[13] Hashedi et al. Voting SMOTENC 78.17 2022

[22] Liu et al. SVM SMOTE 87.24 2021

[28] Hasib et al. BMNET-5 - 90.32 2023

[48] Alhudhaif Adi RF ADASYN 91.72 2021

[49] Gonzalez et al. RF SMOTE 89.00 2022

[50] Mahmud et al. KNN SMOTE 93.47 2023

[51] Aditya et al. LSTM SMOTE 89.42 2023

[52] Lavanya and Sasikala SVM ADASYN 92.23 2024

This study SVM ADASYN 99.67 2024

SMOTE 99.57

Border-Line SMOTE 99.59

RF ADASYN 99.21

SMOTE 99.26

Border-Line SMOTE 99.21
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perform a statistical t-test on these metrics while keeping the alpha level at 0.05. If 
the P-values are lower than the alpha level, the test will reject the hypothesis. Con-
versely, if the P-values are higher than the alpha level, the test will not reject the 
hypothesis. Table 14 presents the statistical T-test results. According to the statistical 
T-test, our approach is superior to other methods as there is a significant difference 
between them.

Performance comparison with existing studies

Table  15 demonstrates the comparison of different studies with the current study in 
terms of accuracy. Mujahid et  al. [21] used different ML-based models to analyze the 
public sentiments towards education during COVID-19 using an oversampled dataset 
and achieved an accuracy of 95.45% with the SMOTE oversampling technique. Rupapara 
et al. [11] used the RVVC model for toxic tweets classification on highly imbalanced data 
with the SMOTE technique. The RF model attained 91.72% accuracy using ADASYN by 
Alhudhaif Adi [48]. Another study [49] employed RF with SMOTE and attained 89.00% 
accuracy. Mahmud et al.[50] developed a KNN classifier by employing the SMOTE to 
enhance accuracy and address class imbalances in the data. As a result, they achieved an 
accuracy of 93.47%. In order to enhance results, Aditya et al[51] utilized a deep learn-
ing LSTM model that consisted of many layers. Nevertheless, their methodology led 
to significant computing expenses and unsatisfactory results in the implementation of 
the SMOTE technology. Lavanya  and Sasikala [52] utilized the ADASYN technique to 
train an SVM model. Their study achieved an accuracy of 92.23%. Based on the afore-
mentioned studies, several conclusions can be inferred. Utilizing a balanced dataset 
has a tendency to improve the effectiveness of machine learning. Dataset balancing 
resolves the problem of model skewness in the majority class by evenly distributing a 
similar number of samples for model training. Furthermore, the majority of completed 
research has utilized SMOTE, the prevailing technique for data balancing through over-
sampling. In this study, the SVM model achieved 99.67% accuracy with ADASYN and 
the RF model obtained 99.26% accuracy with SMOTE oversampled tweets dataset. The 
Border-Line SMOTE oversampling technique also performs excellently with an accuracy 
of 99.59 % and 99.21% with the SVM and RF model, respectively using TFIDF features.

Discussion

The research examines the use of machine and deep learning to address the problem 
of oversampling strategies on unbalanced datasets, as well as to assess the efficacy of 
machine learning models. This research involves conducting several experiments. The 
studies use two Twitter datasets to accomplish the above goal. We divide the data into a 
train-test split with a ratio of 0.75 to 0.25, allocating 75% of the data for model training 
and reserving 25% for testing. In order to identify significant features from the tweets, 
two well-recognized methods of feature engineering, BoW and TF-IDF, are used. The 
proposed approach effectively examines the issue of oversampling in imbalanced classes.

The results indicate that machine learning models use various oversampling tech-
niques that concurrently include BoW and TF-IDF features. The study utilizes five dif-
ferent oversampling approaches: SMOTE, SVM-SMOTE, K-Means SMOTE, ADASYN, 
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and Border-Line SMOTE. With an accuracy of 99.67% with the ADASYN method, 
99.57% with SMOTE, and 99.59% with Border-Line SMOTE using the TFIDF feature 
extraction strategy, the SVM model does better than other machine learning models 
that are currently being used. The SMOTE oversampling strategy, when applied to the 
EndViolence tweets dataset, outperforms all other techniques in terms of performance 
because it uses the KNN algorithm to artificially augment the data. This dataset is nota-
ble for its significant imbalance. Using TFIDF features and RF, the SMOTE algorithm 
achieves exceptional performance on Twitter datasets pertaining to e-commerce, achiev-
ing an accuracy score of 99.26%. However, when used with these datasets, the BoW fea-
tures do not outperform the TF-IDF features. As a result of these experiments, multiple 
patterns have emerged. Utilizing TF-IDF features for both datasets enhances the perfor-
mance of machine learning models. For machine learning models, SMOTE, ADASYN, 
and border-line SMOTE are the most effective, especially when combined with TF-IDF 
features. Furthermore, the use of TF-IDF and oversampling approaches results in a more 
consistent and seamless performance of the models. This case differs from the use of 
BoW, where there are significant variations in model performance for different oversam-
pling algorithms.

We also check the performance of machine learning with the oversampling technique 
using 10-fold cross-dataset experiments. Using 10-fold cross-validation, the studies 
demonstrate that all machine learning models perform very well, except for the support 
vector machine, which achieves the best accuracy of 0.973% by using TF-IDF features on 
the SMOTE oversampled e-commerce dataset. In addition, deep learning models were 
also tested to check the performance of oversampling techniques. Gated recurrent unit 
(GRU) attained the lowest performance, while CNN attained 96.11% accuracy. To assess 
the superiority of our technique compared to the alternatives, we conduct performance 
analyses utilizing statistical tests. To accomplish this, we assess the performance indica-
tors of our models in comparison to those of other competing approaches.

This research showcases a significant improvement in average performance when 
compared to previous models. The proposed model showcased superior performance 
in terms of performance metrics and oversampling strategies when compared to other 
models. The SVM demonstrated the highest level of performance, with other existing 
alternative models following strongly behind. The proposed framework demonstrated an 
accuracy of 99.67%, further highlighting its exceptional performance.

Conclusion
A prominent issue in machine learning is the class imbalance which leads to model over-
fit and affects the performance of machine learning models. Machine learning models 
tend to over-train on the majority class and the skewed distribution of class samples 
reduces their performance. For imbalanced datasets, a high degree of accuracy can be 
achieved only by forecasting the majority class, but the minority class is missed, which is 
frequently the objective of developing the model in the first place. Although both under-
sampling and oversampling approaches can be used in this regard, the oversampling 
approach is preferred as there is no loss of information in it. As a means of resolving the 
issue of data imbalance, this study employs oversampling techniques on two extremely 
imbalanced Twitter datasets using BoW and TF-IDF features. Experiments involve six 
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machine learning and three deep learning models in this regard. Results show that bal-
ancing the data seems to lessen the possibility of model overfitting, which also happens 
when an imbalanced dataset is used for training. Several inferences can be made from 
the results. First, the RF model performed well overall on SMOTE and ADASYN over-
sampled data, achieving an accuracy of 99.67% and a recall score of 100.00% when used 
with the TF-IDF feature. Second, TF-IDF tends to show better performance as com-
pared to BoW features when oversampled data is used for experiments. Third, despite 
better performance using all oversampling approaches, SMOTE, ADASYN, and Border-
line SMOTE yield better results for the most part.
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