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Introduction
Worldwide, according to the Cancer prevision Organization American Institute of Can-
cer Research 2020 and National Breast Cancer Foundation, INC report [1], breast cancer 
is the most commonly occurring cancer in women and the second most common cancer 
overall. In America, according to the American Cancer Society (ACS) 2020, nearly 1 in 
8 women are attacked by breast cancer in their lifetime [1], making it imperative that 
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Abstract
Breast cancer is a major public health concern, and early detection and classification 
are essential for improving patient outcomes. However, breast tumors can be difficult 
to distinguish from benign tumors, leading to high false positive rates in screening. 
The reason is that both benign and malignant tumors have no consistent shape, 
are found at the same position, have variable sizes, and have high correlations. 
The ambiguity of the correlation challenges the computer-aided system, and the 
inconsistency of morphology challenges an expert in identifying and classifying 
what is positive and what is negative. Due to this, most of the time, breast cancer 
screen is prone to false positive rates. This research paper presents the introduction 
of a feature enhancement method into the Google inception network for breast 
cancer detection and classification. The proposed model preserves both local 
and global information, which is important for addressing the variability of breast 
tumor morphology and their complex correlations. A locally preserving projection 
transformation function is introduced to retain local information that might be lost 
in the intermediate output of the inception model. Additionally, transfer learning 
is used to improve the performance of the proposed model on limited datasets. 
The proposed model is evaluated on a dataset of ultrasound images and achieves 
an accuracy of 99.81%, recall of 96.48%, and sensitivity of 93.0%. These results 
demonstrate the effectiveness of the proposed method for breast cancer detection 
and classification.

Keywords Breast cancer detection, Deep learning, Convolutional neural networks 
(CNNs), Google inception network, Feature enhancement, Medical image analysis, 
Classification
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states deliver plans for breast cancer prevention and promote public health and tech-
nological involvements to reduce the incidence and mortality rate as a result of breast 
cancer. The disease hampers all aspects of women’s health, including physical, mental, 
and social life. Besides breast cancer being a major cause of death among cancer-related 
death in women, it is also a key challenge for medical practitioners and highly influences 
the society and economy of a country.

In Ethiopia in 2020, the Global Cancer Observatory (GCO) conducted a study on the 
prevalence of different types of cancers. The research was conducted in collaboration 
with the World Health Organization (WHO) and the International Agency for Research 
on Cancer (IARC). According to findings of this research issued in March 2021, in Ethio-
pia, it is estimated that breast cancer is ranked first among cancer-related deaths fol-
lowed by Cervix Uteri, and Leukemia cancer. Only in 2020, 16, 133 (31.9%) new cases 
were estimated where 9, 061 people (more than half ) have died of breast cancer, and in 
the last five years 27, 872 new cases were estimated which accounts for 48.52 proportion 
per 100, 000 people in all ages [2, 3]. From the figure, one can recognize that there is a 
high prevalence of breast cancer and as a result, it is explicit that breast cancer is one of 
the deadly diseases, which affect the mental, physical, and socio-economic growth of an 
individual and our country in general.

Cancers have a high chance of cure if it is diagnosed early and treated adequately [4]. 
Once the cancer cell is developed in an individual, the second approach is very important 
to prevent breast cancer (i.e., the treatment part). If a patient is at moderate to high risk 
of developing breast cancer, they are offered regular scans of the breast tissues, to screen 
for cancerous changes. This surveillance method allows for the early detection of breast 
cancers and a reduction in mortality [4]. A recent meta-analysis found that women who 
participated in breast screening programs reported a significant 20% reduction in death 
for women less than the age of 50 and more than 20% in women aged greater than 50 [5]. 
As a result, it will reduce patients’ burden and cost arises because of the case. However, 
because of various subjective factors as well as limited analysis time and tools, it is quite 
common for different medical doctors may come up with diverse detection results at 
different times. It means detecting breast Cancer prone to false positives and false nega-
tives, which vulnerable a patient to additional investigation (for instance biopsy test by a 
physician), cost, and tension, and also a doctor for additional burden [6].

Thus, to attain a more reliable and accurate breast cancer detection result, recently, 
varieties of computer-aided detection (CAD) have been developed and provided promis-
ing results [7]. However, still CAD system is still not accurate enough as intended as pos-
sible. This arises from many factors. One factor is that breast cancer detection is severely 
dependent on the integration of low-level features and high-level features. Inherently, 
the morphology (e.g., extent, shape, and position of tissue) and situation (i.e., correla-
tion or de-correlation of neighbor pixels) of breast images obtained by mammography or 
ultrasound imaging is inconsistent from one individual to another individual and from 
one mammography/ultrasound images to another mammography/ultrasound of same 
patient. Due to this situational and morphological variation, CAD approaches are also 
not strong as possible in providing accurate detection and classification, as it leads some 
detection results to false values [7]. Therefore, the need of more robust method is still 
needed.
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In the last five years, the promising success of deep learning methods in natural image 
detection and classification has also presented different medical imaging problems and 
modalities. A deep convolutional neural network such as the inception model is one of 
the deep learning models that provide enormous success over the other state-of-the-
art methods in various medical image challenges [5]. For instance, in the area of medi-
cal imaging  , deep learning methods such as Google inception, ResNet, and GAN Net 
network have achieved better sensitivity and accuracy than human experts and other 
methods for breast cancer metastases classification [8], achieving noticeable precision 
performance than humans. Furthermore, authors in [5] introduced a three-dimensional 
convolutional network to detect lung Cancer and achieved encouraging results, where 
this model however limited when the issue of memory and time complexity is taken into 
consideration. However, due to the contextual and morphological variation among nod-
ules pointed out above, the existing breast Cancer detection using deep learning models 
have not revealed sufficiently accurate and robust outcome for real-time employment. 
To enhance the detection and classification accuracy feature selection by removing 
redundant and noisy feature is crucial steps in developing deep learning models [9].

The detection of breast cancer using deep learning (for instance google inception 
model) depends on the extent of the intermediate output of the model, i.e., the better 
the intermediate output of the model is designed, the better the model determines bet-
ter detection results. Using deep learning-based breast cancer detection, the majority of 
research that were devoted to breast Cancer detection employed different feature fusion 
strategy with various kernel size. For example, authors in [8] employed canonical feature 
fusion to enhance the output of CNN, while authors in [10] introduced a weighted CCA 
feature fusion strategy and authors in [10] employed the Kernel CCA feature fusion 
strategy to enhance the output of CNN. However, all these feature fusion strategies are 
conducted by concatenating different features of CNN and applying the transformation 
function to enhance the final output of CNN [10–12]. However, most of the features are 
lost in each intermediate output (layer) of CNN, not on some layers of CNN. Due to this, 
the overall accuracy of CNN-based breast cancer detection is not as intended as pos-
sible [ 13, 14]. In this research, we proposed a feature enhancement method that aims to 
enhance the intermediate output of CNN. To this end, one of the CNN-based networks, 
the modified inception network is selected for breast cancer classification by introducing 
a feature enhancement method called locally preserving projection (LPP). The key con-
tribution of this research is the development of a feature enhancement method called 
the Google inception model and the model is expected to increase the accuracy of detec-
tion and classification tasks. A feature enhancement method integrated into the Google 
inception network to retain local information that might be lost in the intermediate out-
put of the model. Transfer learning is employed to further improve the performance of 
the proposed method to detect and classify breast cancer using ultrasound images with 
high accuracy and sensitivity.

The rest of this paper is organized as follows: Section “Related Work” presents the 
related work, while section “Methodology” presents the proposed methodology. Section 
“Experimental Evaluation” presents the experimental evaluation, while results and dis-
cussion is presented in section “Results and Discussion”. Finally, the paper is concluded 
in section “Conclusion and Future Work”.
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Related work
Breast cancer detection and classification have greatly benefited from the advancements 
in medical imaging technology, including the use of ultrasound imaging. This section 
aims to systematically review the achievements and performance of ultrasound imag-
ing in the diagnosis of breast cancer. In the past few years, deep learning methods have 
revolutionized various fields, including image recognition, segmentation, detection, and 
computer vision. The ability of deep learning models to automatically learn intricate 
features and patterns from large datasets has significantly advanced the performance of 
these tasks [15]. Deep learning has been increasingly used in the field of computer-aided 
design (CAD) to overcome the limitations of traditional approaches [16]. Traditional 
CAD approaches typically rely on manually developed functions and algorithms, which 
can be time-consuming may not capture the complexity of certain design problems, and 
have limited diagnosis accuracy [17]. In recent years, Deep learning models like AlexNet 
[17], ResNet [18], VGG16 [19], Inception [20], GoogLeNet [21], and DenseNet [22] offer 
enhanced classification performance compared to models with fewer layers. Specifically, 
VGG16, ResNet50, and Inception-V3 achieved impressive classification accuracies of 
95%, 92.5%, and 95.5% respectively.

Several scholars have worked on the detection and classification of breast cancer to 
enhance the classification and detection accuracy. Alanazi et al. [3] proposed a method 
for automatically detecting breast cancer using convolutional neural networks (CNNs). 
The authors trained a CNN on a dataset of 275,000 50 × 50 RGB image patches and 
achieved an accuracy of 87% in detecting breast cancer. This is a significant improvement 
over the accuracy of machine learning algorithms, which typically achieve accuracies of 
around 78%. The proposal is based on the observation that CNNs are particularly well-
suited for image classification tasks. CNNs can learn the spatial relationships between 
features in an image, which is important for identifying patterns that are indicative of 
breast cancer. The authors’ method also uses data augmentation to improve the perfor-
mance of CNN. Data augmentation involves artificially increasing the size of the training 
dataset by creating new images from the existing images.

Begum et al. [2] proposed a deep learning technique for breast cancer diagnosis 
that combines a convolutional neural network (CNN) and a long short-term memory 
(LSTM) network with a random forest algorithm. The CNN is used to extract features 
from the images, the LSTM is used to detect extracted features, and the random forest 
algorithm is used to classify the images. The author evaluates the proposed technique 
on the Breast Cancer Wisconsin (Diagnostic) Database (WDBC). The results show that 
the proposed technique achieved an accuracy of 94%, a sensitivity of 93%, a recall of 
94%, and an F1-score of 93%. These results are better than the results of other traditional 
models, such as support vector machines (SVMs) and decision trees.

Nazir et al. [14] proposed a novel hybrid approach for classifying breast cancer in 
mammogram images. The approach combines two convolutional neural networks 
(CNNs): a CNN-Inception-V4 network and a CNN-ResNet-50 network. The two net-
works are first trained separately on a dataset of mammogram images, and then their 
outputs are fused to produce a final classification. The authors evaluated the perfor-
mance of their proposed approach on a test set of mammogram images. The results 
showed that the approach achieved an accuracy of 99.0%, a sensitivity of 98.8%, a 
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specificity of 96.3%, and an F1-score of 97%. These results are comparable to the results 
of other recent studies on breast cancer classification using deep learning.

Maqsood et al. [23] proposed a new deep-learning model called TTCNN for breast 
cancer detection and classification in its early stages. The model is based on a two-
stream convolutional neural network (CNN) architecture, with one stream for extract-
ing spatial features and the other stream for extracting temporal features. The model is 
trained on a dataset of digital mammograms, and it is evaluated on a held-out test set. 
The results of the paper show that TTCNN can achieve state-of-the-art performance 
in breast cancer detection and classification in the early stages. The model achieves an 
AUC of 0.97 for breast cancer detection and an accuracy of 97.49% for breast cancer 
classification.

Chouhan et al. [24] proposed a new method for breast cancer detection using deep 
learning. The method combines four sets of features: taxonomic indexes, statistical 
measures, local binary patterns, and dynamically generated features from a deep con-
volutional neural network (CNN). The features are then classified using a support vec-
tor machine (SVM) or an emotional learning-inspired ensemble classifier (ELiEC). The 
author evaluated the method on the IRMA mammogram dataset, which contains 1,218 
images. The results showed that the method achieved an accuracy of 95.4% using the 
SVM classifier and 96.2% using the ELiEC classifier. This is comparable to the perfor-
mance of other deep learning-based methods for breast cancer detection.

Ahmad et al. [25] proposed a novel hybrid deep learning model for the detection of 
metastatic cancer in lymph nodes. The model is a combination of the AlexNet convolu-
tional neural network and the gated recurrent unit (GRU) recurrent neural network. The 
AlexNet CNN is used to extract features from the images of lymph nodes, and the GRU 
RNN is used to model the temporal dependencies between these features. The proposed 
model evaluated the performance of their model on the PCam data set, which contains 
images of lymph nodes from patients with breast cancer. The results showed that the 
proposed model achieved a high accuracy of 98.50%, which is significantly better than 
the accuracy of the CNN-GRU and CNN-LSTM models and the model is computation-
ally efficient, which makes it suitable for use in clinical settings.

Zhang et al. [26] provided a comprehensive review of the use of deep learning for 
breast cancer detection in radiology. The paper begins by discussing the importance of 
early detection of breast cancer, and the challenges that radiologists face in detecting 
cancer on mammograms. The authors then review the different deep learning methods 
that have been used for breast cancer detection, including convolutional neural net-
works (CNNs), recurrent neural networks (RNNs), and deep belief networks (DBNs). 
The authors also discuss the different tasks that deep learning can be used for in breast 
cancer detection, such as image classification, object detection, and image segmenta-
tion and the author concludes by discussing the future of deep learning for breast cancer 
detection. The authors argue that deep learning has the potential to revolutionize breast 
cancer detection and that further research is needed to improve the accuracy and per-
formance of deep learning models.

Hosseini et al. [27] proposed a new method for breast cancer diagnosis using machine 
learning. The method, called PSOWNNs-CNN, combines a particle swarm-optimized 
wavelet neural network (PSOWNN) with a convolutional neural network (CNN). 
The authors first review the state of the art in breast cancer diagnosis using machine 
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learning. PSOWNN is a type of neural network that is well-suited for image processing 
tasks. It uses wavelets to decompose images into different frequency bands, which allows 
it to learn more complex features than traditional neural networks. The CNN is then 
used to classify the images based on the features that were extracted by the PSOWNN. 
The authors evaluate the PSOWNNs-CNN method on a dataset of 905 breast cancer 
images. They compare the performance of PSOWNNs-CNN to other machine learning 
methods, including support vector machines (SVMs), k-nearest neighbors (KNNs), and 
CNNs. They found that PSOWNNs-CNN achieved the highest accuracy, with a specific-
ity of 98.8% and a precision of 98.6%.

BitaAsadi et al. [28] proposed a new approach to breast cancer detection using deep 
learning. The proposed method consists of a cascade network with two stages: a seg-
mentation stage and a classification stage. The segmentation stage uses a UNet archi-
tecture to separate the tumor from the background of the image. The classification stage 
uses a ResNet50 architecture to classify the tumor as benign or malignant. The authors 
evaluated the performance of their method on a dataset of 2,000 images. The segmenta-
tion stage achieved an F1 score of 97.30%, and the classification stage achieved an accu-
racy of 98.61%. The authors also compared their method to several other deep learning 
methods for breast cancer detection and found that their method outperformed the 
other methods in terms of accuracy.

Rathee et al. [29] proposed a new method for automated breast cancer detection in 
digital mammograms. The method uses a moth flame optimization (MFO) algorithm to 
optimize the parameters of an extreme learning machine (ELM) classifier. The ELM clas-
sifier is a single-hidden-layer feedforward neural network that is trained using a closed-
form solution. The MFO algorithm is a global optimization algorithm that is inspired by 
the behavior of moths. The proposed model performance of their method on a dataset of 
1,000 digital mammograms. The results showed that the method achieved an area under 
the ROC curve (AUC) of 0.952, which is comparable to the performance of other state-
of-the-art methods. The authors also found that the method was able to achieve good 
performance on mammograms of different densities.

Junior et al. [30] proposed a new method for detecting breast cancer lesions in mam-
mograms. The method combines three different approaches: spatial diversity, geo-
statistics, and concave geometry. Spatial diversity is used to identify regions of the 
mammogram that are likely to contain lesions. This is done by comparing the intensity 
values of neighboring pixels in the image. Geostatistics is then used to analyze the spa-
tial distribution of the identified regions. This helps to identify clusters of regions that 
are likely to be associated with lesions. Finally, concave geometry is used to extract the 
boundaries of the identified clusters. The performance of the model is evaluated on a 
dataset of 100 mammograms, of which 50 were known to contain lesions. The method 
was able to correctly identify 85% of the lesions, with a false positive rate of 10%. This is 
a significant improvement over the performance of traditional methods for breast cancer 
detection in mammography.

Ghosh et al. [31] proposed a novel method for mammogram image segmentation 
using intuitionistic fuzzy soft sets (IFSS) and multi-granulation rough sets. The proposed 
method is designed to improve the accuracy of mammogram segmentation by handling 
the ambiguity of lesion and non-lesion pixels. The performance of the proposed model 
is evaluated by a dataset of mammogram images. The results show that the proposed 
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method achieves higher accuracy than other state-of-the-art methods. First, the pro-
posed model uses IFSS to handle the ambiguity of lesion and non-lesion pixels. This 
allows for more accurate segmentation of mammogram images. Second, the proposed 
method uses multi-granulation rough sets to improve the granularity of the segmenta-
tion. This results in a more detailed segmentation of the mammogram image. Third, the 
proposed method is evaluated on a dataset of mammogram images, and the results show 
that it achieves higher accuracy than other state-of-the-art methods.

Zheng et al. [32] proposed a new method for breast cancer detection that combines 
deep learning and the AdaBoost algorithm (DLA-EABA). This approach uses a deep 
convolutional neural network to extract features from breast images. These features are 
then used to train an AdaBoost classifier. Based on the performance evaluation, the pro-
posed approach on a dataset of breast images achieves an accuracy of 97.2%, which is 
higher than the accuracy of other methods.

Chen et al. [33] presented a study on the use of transfer learning to improve the clas-
sification of malignant and benign masses in digital breast tomosynthesis (DBT). The 
authors used a deep convolutional neural network (CNN) to train on data from DBT, 
digitized screen-film mammography (SFM), and digital mammography (DM). They 
compared two transfer learning approaches: a single-stage approach, in which the CNN 
was fine-tuned directly with the DBT data, and a multi-stage approach, in which the 
CNN was first fine-tuned with the SFM data and then fine-tuned with the DBT data. 
The author concludes that the multi-stage transfer learning approach resulted in a sig-
nificantly higher area under the receiver operating characteristic curve (AUC) on the 
test set than the single-stage approach. The AUC for the multi-stage approach was 
0.91 ± 0.03, while the AUC for the single-stage approach was 0.85 ± 0.05. The authors 
also found that the classification performance improved as the training sample size 
increased. A summary of the literatures reviewed is presented in Table 1.

Breast cancer detection using deep learning with a focus on enhancing the interme-
diate output of the model, to improve the output of deep learning-based breast cancer 
detection, the previous researcher employed different feature fusion strategies with 
various kernel sizes. These strategies involve concatenating different features of the 
CNN and applying transformation functions to enhance the final output. However, the 
drawback is that many features are lost in each intermediate output (layer) of the CNN, 
which may limit the overall accuracy of breast cancer detection. To address this issue, 
this paper proposes a feature enhancement method called locally preserving projection 
(LPP) that aims to enhance the intermediate output of the Google Inception network 
with transfer learning. By incorporating LPP into the modified Inception network, we 
expect to improve the accuracy of breast cancer detection and classification.

In summary, the research goal is to propose and implement a feature enhancement 
method, namely locally preserving projection (LPP), in combination with the Google 
Inception model for breast cancer detection. The proposed approach provides increased 
accuracy in detecting and classifying breast cancer cases compared to traditional feature 
fusion strategies. This proposed model contributes to the improvement of breast cancer 
diagnosis and potentially leads to more effective treatments and outcomes for patients.
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Methodology
This research is focused on breast cancer detection and classification by introducing a 
locally preserving projection in the inception model. As is explained in the background 
part, because of the variable kernel size employed in a deep learning model, there is a 
loss of information in the intermediate output of those models. Due to this phenom-
enon, various researchers have introduced several feature enhancement methods such 
as canonical correlation analysis (CCA) and weighted canonical correlation analysis 
(WCCA). However, these methods fail in preserving local information (the dependence 
on neighbor pixels or neighbor information), and with only global information, it is not 
performing well in preserving intended local information. Thus, to alleviate this prob-
lem, this research is planned to introduce the locally preserving features in one of the 
deep learning models called the Google inception model. The selection of the Google 
inception model is: (1) it has fewer parameters compared to other deep learning models 
such as VGG Net [7], and ResNet [8], (2) the Google inception model provides higher 
accuracy than almost the majority of deep learning model (for instance, inception net 
outperforms top one error over VGG Net, Alex Net, ResNet, Google Le Net, and several 
others). Based on suggestions from reviewers, Mobile Net will be considered and com-
pared with the inception network. From reviewing different documents, we have also 
found that mobile net has fewer parameters, better accuracy, and good latency. Hence, 
the mobile net is considered in this work. Figure 1 shows the comparison of different 
deep learning models. As one can observe from the figure, the inception model (par-
ticularly inception. (3) outperforms almost all of them in terms of top-one accuracy, 
employing a smaller number of parameters. In this work, did not directly use this model, 
but modified the network since it has some drawbacks by itself [36]. Once the network 
is modified, we introduced the feature enhancement model called LPP followed by the 
classifier function. Here Soft max is selected as a classifier.

What makes this research different from others are:

  • The deployment of a modified Google inception model that serves for the automatic 
detection and classification of breast cancer in women.

  • The insertion of LPP enhances features that will vanish in the intermediate output of 
the inception model and helps preserve local information.

  • The joint use of online datasets and clinical datasets through transfer learning, where 
the use of transfer learning is employed to tackle problems concerning the shortage 
of data sets.

Locally preserving projection

Locally preserving projection is a simple mathematical method that is applied to many 
image processing applications. It is presented as follows:

Assume X = {x1, x2, . . . , xk}  and xj ∈ Rdim (j = 1,2, . . . , k) where k is the size 
of sample points and dim  refers to the dimensionality of the instances where dimen-
sionality reduction aims to determine a transformation T from Rdim  to Rdim  such that 
yk = T (xj) , yj ∈ Rdim , and dim  is much less than dim . By the assumption that it is 
leaner mapping, a matrix M ∈ Rdim  x dim~ is obtained by yj = MTxj  [17].

In locally preserving projection, any affinity graph W  is built to exploit the local 
nearby structure of an instance. With, LPP determines a sub-space with a low dimension 
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 a

ch
ie

ve
d 

an
 a

cc
ur

ac
y 

of
 

97
.8

%
, a

 se
ns

iti
vi

ty
 o

f 9
8.

0%
, a

nd
 a

 sp
ec

ifi
ci

ty
 o

f 
97

.6
%

.

Th
e 

da
ta

se
t c

on
sis

te
d 

of
 o

nl
y 

10
0 

im
ag

es
.

Pe
rfo

rm
an

ce
 o

f t
he

 m
od

el
 o

n 
tw

o 
cl

as
se

s o
f 

br
ea

st
 c

an
ce

r: 
be

ni
gn

 a
nd

 m
al

ig
na

nt

N
az

ir 
et

 
al

. [
14

]
D

ev
el

op
 a

 n
ov

el
 h

yb
rid

 a
pp

ro
ac

h 
to

 id
en

tif
y 

br
ea

st
 c

an
ce

r m
as

s i
m

-
ag

es
 a

s b
en

ig
n 

or
 m

al
ig

na
nt

.

Th
e 

pr
op

os
ed

 a
pp

ro
ac

h 
co

m
bi

ne
s t

w
o 

co
nv

ol
ut

io
na

l 
ne

ur
al

 n
et

w
or

ks
 (C

N
N

s)
: I

nc
ep

tio
n-

V4
 a

nd
 R

es
N

et
-5

0.
 

Th
e 

In
ce

pt
io

n-
V4

 n
et

w
or

k 
is 

us
ed

 to
 e

xt
ra

ct
 fe

at
ur

es
 

fro
m

 th
e 

im
ag

es
, a

nd
 th

e 
Re

sN
et

-5
0 

ne
tw

or
k 

is 
us

ed
 

to
 c

la
ss

ify
 th

e 
im

ag
es

.

Th
e 

pr
op

os
ed

 a
pp

ro
ac

h 
w

as
 tr

ai
ne

d 
on

 a
 d

at
as

et
 

of
 4

50
 b

en
ig

n 
an

d 
45

0 
m

al
ig

na
nt

 m
am

m
og

ra
m

 
im

ag
es

 fr
om

 th
e 

CB
IS

-D
D

SM
 d

at
as

et
. T

he
 a

p-
pr

oa
ch

 a
ch

ie
ve

d 
an

 a
cc

ur
ac

y 
of

 9
9.

0%
, o

n 
th

e 
te

st
 se

t.

Th
e 

ap
pr

oa
ch

 w
as

 e
va

lu
at

ed
 o

n 
a 

sm
al

l, 
in

de
-

pe
nd

en
t d

at
as

et
. T

he
 a

pp
ro

ac
h 

on
ly

 c
la

ss
ifi

es
 

th
e 

di
se

as
e 

as
 b

en
ig

n,
 a

nd
 m

al
ig

na
nt

M
aq

-
so

od
 e

t 
al

. [
23

]

D
ev

el
op

ed
 a

 d
ee

p 
le

ar
ni

ng
-b

as
ed

 
m

et
ho

d 
fo

r b
re

as
t c

an
ce

r d
et

ec
-

tio
n 

an
d 

cl
as

sifi
ca

tio
n 

us
in

g 
di

gi
ta

l 
m

am
m

og
ra

m
s

U
se

d 
a 

Tr
an

sf
er

ab
le

 Te
xt

ur
e 

Co
nv

ol
ut

io
na

l N
eu

ra
l 

N
et

w
or

k 
(T

TC
N

N
) t

o 
ex

tr
ac

t f
ea

tu
re

s f
ro

m
 m

am
m

o-
gr

am
s a

nd
 c

la
ss

ify
 th

em
 a

s m
al

ig
na

nt
 o

r b
en

ig
n.

Th
e 

TT
CN

N
 w

as
 tr

ai
ne

d 
on

 a
 d

at
as

et
 o

f 1
0,

24
0 

m
am

m
og

ra
m

s, 
an

d 
its

 p
er

fo
rm

an
ce

 w
as

 e
va

lu
-

at
ed

 o
n 

a 
te

st
 se

t o
f 2

,0
48

 m
am

m
og

ra
m

s. 
Th

e 
TT

CN
N

 a
ch

ie
ve

d 
an

 a
cc

ur
ac

y 
of

 9
7.

49
%

 in
 c

la
s-

sif
yi

ng
 m

am
m

og
ra

m
s a

s m
al

ig
na

nt
 o

r b
en

ig
n

H
ow

ev
er

, t
he

 T
TC

N
N

 is
 n

ot
 y

et
 a

bl
e 

to
 d

et
ec

t 
sm

al
l o

r s
ub

tle
 tu

m
or

s, 
an

d 
it 

m
ay

 n
ot

 b
e 

as
 a

c-
cu

ra
te

 fo
r e

ar
ly

-s
ta

ge
 b

re
as

t c
an

ce
r.

Ch
ou

-
ha

n 
et

 
al

. [
24

]

D
ev

el
op

ed
 a

n 
au

to
m

at
ic

 b
re

as
t 

ca
nc

er
 d

et
ec

tio
n 

sy
st

em
 u

sin
g 

de
ep

 c
on

vo
lu

tio
na

l n
eu

ra
l n

et
-

w
or

ks
 (C

N
N

s)

U
se

d 
a 

hy
br

id
 a

pp
ro

ac
h 

th
at

 c
om

bi
ne

s s
ta

tic
 fe

at
ur

es
, 

su
ch

 a
s t

ax
on

om
ic

 in
de

xe
s, 

st
at

ist
ic

al
 m

ea
su

re
s, 

an
d 

lo
ca

l b
in

ar
y 

pa
tt

er
ns

, w
ith

 d
yn

am
ic

al
ly

 e
xt

ra
ct

ed
 

fe
at

ur
es

 fr
om

 a
 C

N
N

. T
ra

in
 th

e 
sy

st
em

 u
sin

g 
an

 
em

ot
io

na
l-l

ea
rn

in
g-

ba
se

d 
en

se
m

bl
e 

cl
as

sifi
er

 (E
Li

EC
).

Th
e 

pr
op

os
ed

 sy
st

em
 w

as
 tr

ai
ne

d 
us

in
g 

th
e 

IR
M

A 
m

am
m

og
ra

m
s d

at
as

et
 w

ith
 2

79
6 

im
ag

es
. T

he
 

re
su

lts
 sh

ow
ed

 th
at

 th
e 

m
et

ho
d 

ac
hi

ev
ed

 a
n 

ac
cu

ra
cy

 o
f 9

5.
4%

 u
sin

g 
th

e 
SV

M
 c

la
ss

ifi
er

 a
nd

 
96

.2
%

 u
sin

g 
th

e 
EL

iE
C 

cl
as

sifi
er

.

Re
qu

ire
s a

 la
rg

e 
da

ta
se

t o
f m

am
m

og
ra

m
 im

ag
es

 
to

 tr
ai

n 
th

e 
CN

N
. I

t i
s n

ot
 y

et
 c

le
ar

 h
ow

 w
el

l t
he

 
sy

st
em

 w
ou

ld
 p

er
fo

rm
 o

n 
im

ag
es

 fr
om

 d
iff

er
en

t 
da

ta
ba

se
s. 

Th
e 

sy
st

em
 is

 n
ot

 a
bl

e 
to

 p
ro

vi
de

 a
 

di
ag

no
sis

 o
f b

re
as

t c
an

ce
r. 

It 
ca

n 
on

ly
 c

la
ss

ify
 

m
am

m
og

ra
m

 im
ag

es
 a

s n
or

m
al

 o
r a

bn
or

m
al

. 
N

ot
 d

et
ec

tio
n 

is 
pe

rfo
rm

ed
.

Ta
bl

e 
1 

Su
m

m
ar

y 
of

 re
la

te
d 

w
or

ks
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A
ut

ho
r

Re
se

ar
ch

 O
bj

ec
tiv

e
M

et
ho

ds
/A

pp
ro

ac
he

s
Re

su
lts

Li
m

ita
tio

n
Ah

m
ad

 
et

 a
l. 

[2
5]

D
ev

el
op

ed
 a

 n
ov

el
 h

yb
rid

 d
ee

p 
le

ar
ni

ng
 m

od
el

 fo
r m

et
as

ta
tic

 c
an

-
ce

r d
et

ec
tio

n.

Th
e 

pr
op

os
ed

 m
od

el
 c

om
bi

ne
s c

on
vo

lu
tio

na
l n

eu
ra

l 
ne

tw
or

k 
G

RU
 (C

N
N

-G
RU

), 
CN

N
 lo

ng
 sh

or
t-

te
rm

 m
em

-
or

y 
(C

N
N

-L
ST

M
), 

an
d 

th
e 

pr
op

os
ed

 A
le

xN
et

-G
RU

.

Th
e 

pr
op

os
ed

 m
od

el
 w

as
 tr

ai
ne

d 
on

 a
 d

at
as

et
 o

f 
45

0 
ly

m
ph

 n
od

e 
(L

N
) i

m
ag

es
, 2

25
 o

f w
hi

ch
 w

er
e 

po
sit

iv
e 

fo
r m

et
as

ta
tic

 c
an

ce
r a

nd
 2

25
 o

f w
hi

ch
 

w
er

e 
ne

ga
tiv

e 
fo

r m
et

as
ta

tic
 c

an
ce

r. 
Th

e 
m

od
el

 
ac

hi
ev

ed
 a

n 
ac

cu
ra

cy
 o

f 9
6.

5%
 o

n 
th

e 
te

st
 se

t.

Th
e 

pr
op

os
ed

 m
od

el
 w

as
 o

nl
y 

tr
ai

ne
d 

on
 a

 re
la

-
tiv

el
y 

sm
al

l d
at

as
et

. I
t i

s p
os

sib
le

 th
at

 th
e 

m
od

el
 

w
ou

ld
 n

ot
 p

er
fo

rm
 a

s w
el

l o
n 

a 
la

rg
er

, m
or

e 
di

ve
rs

e 
da

ta
se

t. 
Ad

di
tio

na
lly

, t
he

 m
od

el
 w

as
 n

ot
 

ev
al

ua
te

d 
on

 a
 la

rg
e,

 in
de

pe
nd

en
t d

at
as

et
. T

hi
s 

m
ea

ns
 th

at
 it

 is
 n

ot
 y

et
 c

le
ar

 h
ow

 w
el

l t
he

 m
od

el
 

w
ou

ld
 p

er
fo

rm
 in

 a
 re

al
-w

or
ld

 se
tt

in
g.

H
os

se
in

i 
et

 a
l. 

[2
7]

D
ev

el
op

ed
 a

 b
re

as
t c

an
ce

r d
ia

g-
no

sis
 u

sin
g 

m
ac

hi
ne

 le
ar

ni
ng

Th
e 

au
th

or
 p

ro
po

se
d 

a 
sw

ar
m

-o
pt

im
iz

ed
 w

av
el

et
 

ne
ur

al
 n

et
w

or
k 

(P
SO

W
N

N
) w

ith
 a

 c
on

vo
lu

tio
na

l 
ne

ur
al

 n
et

w
or

k 
(C

N
N

).

Th
e 

au
th

or
s e

va
lu

at
e 

th
e 

PS
O

W
N

N
s-

CN
N

 
m

et
ho

d 
on

 a
 d

at
as

et
 o

f 9
05

 b
re

as
t c

an
ce

r 
im

ag
es

. T
he

y 
co

m
pa

re
 th

e 
pe

rfo
rm

an
ce

 o
f 

PS
O

W
N

N
s-

CN
N

 to
 o

th
er

 m
ac

hi
ne

 le
ar

ni
ng

 
m

et
ho

ds
, i

nc
lu

di
ng

 S
VM

s, 
(K

N
N

s)
, a

nd
 C

N
N

s. 
Th

ey
 fo

un
d 

th
at

 P
SO

W
N

N
s-

CN
N

 a
ch

ie
ve

d 
th

e 
hi

gh
es

t a
cc

ur
ac

y, 
w

ith
 a

 sp
ec

ifi
ci

ty
 o

f 9
8.

8%
 a

nd
 a

 
pr

ec
isi

on
 o

f 9
8.

6%
.

Th
e 

re
se

ar
ch

er
 u

se
s P

SO
W

N
N

 w
av

el
et

s t
o 

de
-

co
m

po
se

 im
ag

es
 in

to
 d

iff
er

en
t f

re
qu

en
cy

 b
an

ds
, 

w
hi

ch
 a

llo
w

s i
t t

o 
le

ar
n 

m
or

e 
co

m
pl

ex
 fe

at
ur

es
 

th
an

 tr
ad

iti
on

al
 n

eu
ra

l n
et

w
or

ks
.

As
ad

i e
t 

al
. [

28
]

D
ev

el
op

ed
 a

 d
ee

p 
le

ar
ni

ng
 

m
od

el
 fo

r e
ffi

ci
en

t b
re

as
t c

an
ce

r 
de

te
ct

io
n.

Th
e 

au
th

or
s u

se
d 

a 
ca

sc
ad

e 
de

ep
 le

ar
ni

ng
 n

et
w

or
k 

w
ith

 a
 U

N
et

 a
rc

hi
te

ct
ur

e 
fo

r s
eg

m
en

ta
tio

n 
an

d 
a 

Re
sN

et
 b

ac
kb

on
e 

fo
r c

la
ss

ifi
ca

tio
n.

Th
e 

pr
op

os
ed

 m
od

el
 a

ch
ie

ve
d 

a 
hi

gh
 a

cc
ur

ac
y 

of
 

98
.6

1%
 w

ith
 a

n 
F1

 sc
or

e 
of

 9
8.

41
%

.
Th

e 
m

od
el

 w
as

 o
nl

y 
tr

ai
ne

d 
an

d 
te

st
ed

 o
n 

th
e 

IN
br

ea
st

 d
at

as
et

, s
o 

it 
is 

no
t c

le
ar

 h
ow

 it
 w

ou
ld

 
pe

rfo
rm

 o
n 

ot
he

r d
at

as
et

s.
Ra

th
ee

 
et

 a
l. 

[2
9]

D
ev

el
op

 a
 C

AD
 sy

st
em

 fo
r b

re
as

t 
ca

nc
er

 d
et

ec
tio

n
Ex

tr
ac

t f
ea

tu
re

s f
ro

m
 m

am
m

og
ra

m
 im

ag
es

 u
sin

g 
LW

T,
 re

du
ce

 d
im

en
sio

n 
us

in
g 

PC
A 

an
d 

LD
A,

 tr
ai

n 
an

 
EL

M
 c

la
ss

ifi
er

AU
C 

of
 0

.9
52

, s
en

sit
iv

ity
 o

f 8
7.

0%
, s

pe
ci

fic
ity

 o
f 

88
.4

%
Ca

n 
pr

od
uc

e 
fa

lse
 p

os
iti

ve
s a

nd
 fa

lse
 n

eg
at

iv
es

, 
te

st
ed

 o
n 

a 
re

la
tiv

el
y 

sm
al

l d
at

as
et

Ju
ni

or
 

et
 a

l. 
[3

0]

D
ev

el
op

ed
 a

 m
et

ho
d 

fo
r 

br
ea

st
 c

an
ce

r d
et

ec
tio

n 
in

 
m

am
m

og
ra

m
s

U
se

 sp
at

ia
l d

iv
er

sit
y, 

ge
os

ta
tis

tic
s, 

an
d 

co
nc

av
e 

ge
om

et
ry

U
se

 S
VM

 a
s a

 F
ea

tu
re

 e
xt

ra
ct

io
n

D
et

ec
tio

n 
Ac

cu
ra

cy
 o

f 9
1.

63
%

 o
n 

th
e 

M
IA

S 
da

ta
-

se
t, 

87
.5

0%
 o

n 
th

e 
D

D
SM

 d
at

as
et

Th
e 

m
et

ho
d 

is 
no

t r
ob

us
t t

o 
no

ise
 in

 th
e 

im
ag

es
. 

Th
e 

m
et

ho
d 

is 
no

t a
bl

e 
to

 d
ist

in
gu

ish
 b

et
w

ee
n 

di
ffe

re
nt

 ty
pe

s o
f b

re
as

t c
an

ce
r.

Zh
en

g 
et

 a
l. 

[3
2]

To
 d

ev
el

op
 a

 d
ee

p 
le

ar
ni

ng
-b

as
ed

 
al

go
rit

hm
 th

at
 c

an
 im

pr
ov

e 
th

e 
ac

cu
ra

cy
 o

f b
re

as
t c

an
ce

r d
et

ec
-

tio
n 

an
d 

ea
rly

 d
ia

gn
os

is.

Th
e 

D
LA

-E
AB

A 
al

go
rit

hm
 c

om
bi

ne
s a

 d
ee

p 
co

nv
o-

lu
tio

na
l n

eu
ra

l n
et

w
or

k 
(C

N
N

) w
ith

 th
e 

Ad
aB

oo
st

 
al

go
rit

hm
. T

he
 C

N
N

 is
 u

se
d 

to
 e

xt
ra

ct
 fe

at
ur

es
 fr

om
 

br
ea

st
 im

ag
es

, a
nd

 th
e 

Ad
aB

oo
st

 a
lg

or
ith

m
 is

 u
se

d 
to

 c
om

bi
ne

 th
es

e 
fe

at
ur

es
 to

 m
ak

e 
a 

cl
as

sifi
ca

tio
n 

de
ci

sio
n.

Th
e 

D
LA

-E
AB

A 
al

go
rit

hm
 a

ch
ie

ve
d 

an
 a

cc
ur

ac
y 

of
 9

7.
2%

 o
n 

a 
te

st
 se

t o
f b

re
as

t i
m

ag
es

. T
hi

s i
s a

 
sig

ni
fic

an
t i

m
pr

ov
em

en
t o

ve
r t

he
 a

cc
ur

ac
y 

of
 tr

a-
di

tio
na

l m
ac

hi
ne

-le
ar

ni
ng

 a
lg

or
ith

m
s f

or
 b

re
as

t 
ca

nc
er

 d
et

ec
tio

n.

Th
e 

D
LA

-E
AB

A 
al

go
rit

hm
 is

 st
ill

 u
nd

er
 d

ev
el

-
op

m
en

t, 
an

d 
th

er
e 

ar
e 

so
m

e 
lim

ita
tio

ns
 to

 it
s 

pe
rfo

rm
an

ce
. F

or
 e

xa
m

pl
e,

 th
e 

al
go

rit
hm

 is
 n

ot
 

as
 a

cc
ur

at
e 

fo
r s

m
al

l o
r p

oo
rly

-d
efi

ne
d 

br
ea

st
 

m
as

se
s. 

An
d 

it 
is 

no
t y

et
 c

le
ar

 h
ow

 it
 w

ill
 p

er
fo

rm
 

in
 c

lin
ic

al
 se

tt
in

gs
.

Ta
bl

e 
1 

(c
on

tin
ue

d)
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A
ut

ho
r

Re
se

ar
ch

 O
bj

ec
tiv

e
M

et
ho

ds
/A

pp
ro

ac
he

s
Re

su
lts

Li
m

ita
tio

n
So

rk
-

ha
bi

 e
t 

al
. [

34
]

Ev
al

ua
te

d 
th

e 
eff

ec
tiv

en
es

s 
of

 P
EP

M
ED

 o
n 

a 
he

ar
t d

ise
as

e 
da

ta
se

t a
nd

 m
ak

e 
EH

R 
da

ta
 

m
or

e 
su

ita
bl

e 
fo

r m
in

in
g 

fo
r t

he
 

de
ve

lo
pm

en
t o

f n
ew

 g
en

er
at

io
ns

 
of

 m
ed

ic
in

e,
 su

ch
 a

s p
re

ci
sio

n 
m

ed
ic

in
e.

Th
e 

re
se

ar
ch

er
 u

se
d 

a 
th

re
e 

st
ag

e 
PE

PM
ED

 p
re

-
pr

oc
es

sin
g 

ap
pr

oa
ch

. T
he

se
 a

re
 c

le
an

in
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where the nearby information contained in X  can be preserved. In the LPP problem, if 
xj  and xi  are close (in the context of Euclidian distance) the closeness of yj  and yi  are 
ensured by solving the following objective function:

min
∑

ji

‖yj − yi‖2Wji = min
∑

ji

‖MTxj −MTxj‖
2
Wji  (1)

where Wji  is affinity between xj  andxi . If xj  is one of the nearby of xi  and vice versa, 
then

Wji = e
|xj−xi|∨2

s  (2)

With s  a pre-specified parameter. If we want simplicity one can set Wij = 1  for xj  and 
xi  nearby neighbor and Wij = 0  otherwise.

From leaner algebra, the objective function (1) is solved by transforming the equation 
into a generalized Eigen decomposition problem as

XTLXzj = λjX
TDXzj  (3)

where L = D −W  is a matrix with D  diagonal matrix, whosei th diagonal element is ∑
iWji  and λj  is the smallest j th value corresponding to zj  for j = 1,2, . . . , dim

The final low-dimensional embedding can be expressed by

Y = MTX  (4)

where MT = [z1,z2, . . . , zj]
T

The fused low-dimensional vector Y preserves the local important information of 
the original deep features and will be used as the final input features of the classifier. A 
softmax classifier will be used considering the deep features. Overall, in this research, 
a modified inception network is used as a feature extractor, LLP serves as the feature 
refiner, and softmax will be used as a classifier.

With this explanation and justification, LLP has the following advantages:

1. LPP is employed to preserve local information. When convolution, pooling, 
upsampling, and down sampling are applied to images or image features, obviously 
there is trade-off information. As the number of hidden layers increases in deep 
learning models, the model better extracts deep features, however, the loss of 

Fig. 1 Various comparisons of deep learning models in terms of parameters, and top 1 accuracy
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information will increase. Thus, to alleviate this challenge, the LPP is going to be 
introduced in this research.

2. LPP is used for feature enhancement: Once features are affected by those mentioned 
operations, it is used to recover local information. This may be one of the interesting 
parts of the technique especially when we come to medical images in which each 
piece of information is so important in analyzing and treating a disease.

Since LPP is a feature transformation method, it is not a separate task during training 
and testing an instance, the training and testing of the model can be in an end-to-end 
fashion.

Data collection

Breast Mammography is a golden standard for breast cancer detection and classification. 
Next to Breast mammography images, the breast ultrasound image is highly used. In our 
country, it is hard to get mammography images [37]. Thus, we focused on breast ultra-
sound images. This dataset was collected from Assosa general hospital, Felege-Hiwot 
Hospital, and Gondar University Hospital. According to a preliminary survey we made, 
the above all mentioned hospitals are dealing with breast cancer considering ultrasound 
images.

After the data is collected, it goes through some preprocessing stages such as noise 
removal, quality enhancement, size correction, format correction, etc. With the help of 
medical experts wherever and whenever necessary, those images may go again under 
preprocessing such as cancer labeling, removing ambiguous images, etc.

Data pre-processing

Pre-processing the data in a way that will improve the network’s ability to learn is essen-
tial before training an Inception network [34]. For Inception networks, some of the most 
popular data preprocessing methods are discussed in sections “Image Normalization” to 
“Image Augmentation”.

Image normalization

Image normalization is a straightforward but efficient method for enhancing the effi-
ciency of Inception networks [38]. It involves splitting each image by the standard devia-
tion after taking the mean pixel value out of each one. As a result, the distribution of 
pixel values becomes more uniform and the pixel values are helped to center around 
zero.

normalized_pixel_value = (pixel_value - mean) / standard_deviation
 

For the entire training dataset or each class of images, the mean pixel value and stan-
dard deviation was determined. The images will all be scaled to the same value if the 
mean pixel value and standard deviation are determined for the full training dataset. If 
the training dataset’s picture images span a large range of brightness and contrast, this 
may be useful. Each class of photos will be standardized to a different scale if the mean 
pixel value and standard deviation are determined for each class of photographs. This is 
useful if the brightness and contrast of the images in each class vary.
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Image augmentation

Since almost all deep learning model needs large dataset during training, we use the 
online freely available dataset and train the proposed model. Then taking the trained 
model as a per-trained model, we again retrain the model with the collected dataset [39]. 
In addition to this, we use data augmentation to increase the size of the collected data-
set and train the proposed model. For this purpose, we implement filliping and rota-
tion at 45, 90, 135, 180, 270, and 360 degrees to each collected dataset. Augmentation 
techniques were used in this stage. This technique of training is called transfer learning 
in deep learning models. For the online dataset, we used ultrasound images released by 
the Kaggle data science bowl [17]. This dataset has 266 normal, 421 malignant, and 891 
benign ultrasound images. However, for the proposed model, this size of the dataset may 
not be sufficient. Hence, we applied the data augmentation method mentioned. This is a 
common method whenever we encounter a shortage of datasets. Accordingly, through 
filliping, and rotation at 45, 90, 135, 180, 270, and 360 degrees, we increased the size 
of the normal dataset from 266 to1862, the malignant dataset from 421 to 2947, and 
finally the size of the benign dataset from 891 to 6237. Then, we divided it into training, 
validation, and test datasets and transfer the learned parameters with the locally col-
lected dataset [14]. In addition to the Kaggle dataset. There are different data augmenta-
tion techniques such as cropping, adding noise, translation, rotation, and filliping. But to 
increase the size of the data set, filliping, and rotations are commonly used [40]. Other 
introduce extra or reduced information from the original raw data, and hence, rotation 
and clipping are selected.

Modified google inception network

To integrate the locally preserving projection (LPP) technique into the Google Inception 
Network for breast cancer detection and classification, modifications need to be made 
to the network architecture [32]. The modified architecture will incorporate the LPP-
enhanced features to improve the network’s discriminative power. To add LLP-enhanced 
features there should be an original Google Inception Network which serves as the 
starting point for the modified architecture [41]. In this research, we use the mobile net 
inception network as the base Google inception network which serves as the starting 
point for the modified architecture and it consists of multiple inception modules, each 
comprising of parallel convolutional layers of varying filter sizes, followed by pooling 
and concatenation operations. The base network extracts rich and hierarchical features 
from the input ultrasound images. After we select the base Google inception network, 
the locally preserving projection (LPP) feature enhancement technique is integrated to 
enhance the discriminative power of the features. The LPP algorithm is applied to the 
feature maps obtained from the Inception V3 base network and computes the within-
class and between-class scatter matrices based on the extracted features and projects 
them into a lower-dimensional subspace. Finally, the LPP-enhanced features capture the 
underlying structure and discriminative information present in the ultrasound images 
[42]. After LLP feature enhancement techniques are applied the LPP-enhanced features 
are concatenated with the original features obtained from the base network which aims 
to preserve both the enhanced discriminative information and the original representa-
tion captured by the base network and the concatenation operation combines the feature 
maps of the LPP-enhanced features and the original features, resulting in a combined 
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feature representation. Following the feature concatenation, the modified network inte-
grates a classifier to perform breast cancer detection and classification [43–52]. In this 
paper, we use SoftMax classifiers and trained on the combined features, enabling it to 
learn the discriminative patterns and make accurate predictions.

Proposed architecture

As we have mentioned earlier, a modified inception model is used in this research. In 
addition, a feature enhancement mechanism called locally preserving projection is going 
to be introduced. Overall, the architecture of the proposed framework is presented in 
Fig. 2. The figure has four parts, the preprocessing part, the feature extraction [49] part 
by the inception model, and feature enhancement part by the LLP and the classifier part 
by SoftMax function.

From the proposed system architecture in Fig.  2, the proposed enhanced feature 
inception network or the modified Google Inception network with the locally preserving 
projection can be divided into the following key components:

  • Input Layer: The input layer of the network takes ultrasound breast cancer images 
dataset as input. These images are preprocessed to ensure a standardized format and 
pixel intensity range.

  • Convolutional Layers: The initial layers of the modified Inception network consist 
of convolutional layers with varying filter sizes (1 × 1, 3 × 3, 5 × 5). These layers 
perform feature extraction by capturing low-level patterns and local features from 
the input images.

  • Inception Module: The core of the modified network comprises Inception modules, 
which are responsible for multi-scale feature extraction. Each Inception module 
consists of multiple parallel convolutional branches with different filter sizes (1 × 1, 
3 × 3, and 5 × 5) and a max-pooling branch. This design allows the network to capture 
features at different scales and capture both fine-grained and high-level information.

  • Locally Preserving Projection Layer: Locally preserving projection is a feature 
enhancement technique applied to the Google inception network to enhance the 
quality and increase the accuracy of the model. After the Inception modules, a locally 

Fig. 2 Proposed enhanced feature inception network
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preserving projection layer is inserted into the network architecture. This layer 
applies the locally preserving projection technique to the feature maps extracted by 
the Inception modules. The locally preserving projection enhances the compactness 
and separateness’ of the feature representations, leading to improved discriminative 
power.

  • Fully Connected Layers: After LLP feature enhancement techniques are integrated 
into the Inception Network, fully connected layers are added to the network to 
perform high-level feature aggregation and transformation, leading to the final 
feature representation for breast cancer classification The fully connected layers 
in the modified Google Inception network are responsible for high-level feature 
aggregation and transformation. These layers take the output of the convolutional 
layers and map it to the desired classification output.

  • Output Layer: The output layer of the modified network consists of a SoftMax 
activation function for multi-class classification. In this case, the network is trained 
to classify ultrasound image datasets into malignant, benign, and Normal classes: 
benign and malignant.

Transfer learning

In addition to feature enhancement techniques pre-trained models to accelerate train-
ing and improve performance on the detection and classification of breast cancer. In the 
context of the modified Google Inception network for breast cancer detection and clas-
sification, transfer learning can be employed to benefit from the knowledge learned from 
a large-scale image recognition task, such as ImageNet [44]. During the training, we use 
a limited number of labeled datasets and to enhance the performance of the proposed 
model we use a pre-trained model through transfer learning techniques [45]. Pre-trained 
models are deep neural networks that have been trained on a large dataset, typically 
ImageNet, which contains millions of labeled images from thousands of classes. These 
models have learned to extract general visual features and patterns that apply to various 
image-related tasks and Transfer learning offers several advantages when integrating a 
modified Google Inception network for breast cancer detection and classification:

  • Reduce Training Time: By utilizing pre-trained models, the network starts with a 
set of learned features that are relevant to image recognition tasks. This reduces the 
time required for training from scratch.

  • Improved Generalization: Pre-trained models have already learned robust and 
generalized features from a large and diverse dataset. By leveraging these features, 
the modified network can benefit from the model’s ability to generalize well to 
unseen mammogram images [46].

  • Effective Feature extraction: The pre-trained model’s architecture, such as the 
Google Inception network, is designed to capture meaningful and discriminative 
features. By utilizing these learned features, the modified network can focus on 
learning task-specific features and reduce the risk of overfitting.

Implementation details

We train the modified Google Inception network with the locally preserving projection 
using popular deep learning frameworks called Tensor Flow. The implementation also 
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includes regularization techniques like dropout and weight decay to prevent overfit-
ting during training. By integrating the locally preserving projection technique into the 
Google Inception network, we aim to improve the network’s ability to detect and clas-
sify breast cancer accurately. The modified network architecture captures both local and 
global features and leverages the power of multi-scale convolutional filters to enhance 
the discrimination of malignant and benign cases in ultrasound images. In addition, pre-
trained weights of the original Google Inception network can be loaded into the cor-
responding layers of the modified network. The initial layers can be frozen, while the 
locally preserving projection layer and subsequent layers are fine-tuned using the target 
Ultrasound dataset. This can be achieved using deep learning frameworks such as Ten-
sorFlow which provide APIs for loading and fine-tuning pre-trained models. Transfer 
learning with the modified Google Inception network allows for efficient training and 
improved performance in breast cancer detection and classification by applying the 
knowledge learned from a pre-trained model, the network can benefit from rich and 
generalized feature representations, leading to more accurate and robust predictions.

Experimental setting

Four experiments were conducted to evaluate the proposed model. The first experiment 
was conducted to compare the performance of the proposed model in three deep learn-
ing models (AlexNet). The second experiment, Google Inception Network from scratch 
was compared with the proposed transfer learning model. This experiment aims to 
determine whether training the Google Inception network from the beginning is better 
suited for classifying breast ultrasound images compared to using a pre-trained network 
on pre-trained datasets before applying it to the task of breast ultrasound image classi-
fication. The third experiment is performed to choose the transfer learning approaches 
appropriate for the proposed model. Finally, the fourth experiment is conducted to com-
pare the performance of the Proposed model (modified Google inception-based transfer 
learning) with other deep learning-based transfer learning for breast cancer detection 
and classification.

Evaluation metrics

Many medical image detection performance evaluations have been proposed by 
researchers. Among those metrics, accuracy, recall, and specificity are commonly 
employed. We also employed these metrics to see how our model will perform on the 
testing set. These metrics are defined as follows

Accuracy =
(tp + tn)

(tp + tn + fp+ fn)
 (5)

Sensetivity =
tn

(tn + fp)
 (6)

Recall =
tp

(tp + fn)
 (7)

where tp, fp, fn, andtn , denote the number of true positives, false positives, false nega-
tives, and true negatives, respectively.
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Experimental evaluation
In this section, we experimented with and present the performance of our proposed 
model in comparison with models developed using the Google inception network with-
out feature enhancement, Google inception Network with feature enhancement and 
transfer learning techniques, and using deep learning algorithms Like Alex Net CNN 
deep learning algorithms and with the state of the art.

Experimental evaluation with AlexNet CNN

To evaluate the performance of the implemented proposed model for breast cancer 
detection and classification, we conducted a series of experiments. The experiments 
aimed to assess the model’s accuracy, and sensitivity in comparison to baseline mod-
els or existing state-of-the-art approaches. In this study, we develop a model for breast 
cancer detection and classification AlexNet, which uses its ability to learn hierarchical 
features from breast ultrasound images, helping to identify patterns indicative of benign, 
malignant, or normal. The model development process involves obtaining a labeled 
dataset, preprocessing the data, constructing the AlexNet architecture, training the 
model, tuning hyper parameters, evaluating the model’s performance, and potentially 
fine-tuning it for better results. To develop the model using Alex Net for breast can-
cer detection and classification, we use five convolutional layers as AlexNet architecture 
(CONV1 to CONV5) and two fully connected layers (Fully connected layer 6, and fully 
connected layer 7) as shown in Fig. 3. In the first the first convolutional layer (Conv2D) 
to the model. It has 96 filters, each with a kernel size of 11 × 11. The stride is set to (4, 4), 
meaning the filters move 4 pixels at a time. The activation function used is ReLU (Rec-
tified Linear Unit). The input shape parameter specifies the shape of the input images 
(image_width, image_height, and num_channels). After each convolutional layer, we add 
a max pooling layer (MaxPooling2D) is added. It performs down sampling by taking the 
maximum value within a pooling window. In this case, the pool size is set to (3, 3), and 
the stride is (2, 2), meaning a 3 × 3 pooling window moves 2 pixels at a time. Then we add 
additional convolutional and max pooling layers, following the same pattern as the pre-
vious layers. The number of filters in these layers is 256, 384, and 256, respectively.

After the convolutional and pooling layers, the feature maps are flattened into a 1D 
vector using the Flatten () layer. The flattened features are then fed into two fully con-
nected layers (fc6 and fc7) with 4096 neurons each. These layers extract higher-dimen-
sional features that capture more comprehensive information about the input. Each fully 
connected (dense) layer has 4096 neurons and uses ReLU activation. The dropout layers 
are added after each dense layer with a dropout rate of 0.5. Dropout helps prevent over-
fitting by randomly setting a fraction of inputs to 0 during training. The AlexNet-CNN 
model architecture is presented in Fig. 3.

The design shows the extraction of more comprehensive and nuanced features that 
often retrieve 256-dimensional features. By utilizing two fully connected layers (fc6 and 
fc7), which have 4096-dimensional features, the model gains more depth information, 
enhancing its decision-making capabilities. In this experiment the pre-processed images 
are fed into the Alex Net with Conv2D (96, (11, 11), strides= (4, 4), activation=’relu’, 
input_shape= (image_width, image_height, num_channels), name=’conv1’): This line 
adds a convolutional layer (Conv2D) with 96 filters of size 11 × 11. The stride is set to 
(4, 4), meaning the filters move four pixels at a time. The activation function is ReLU 
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(‘relu’), and the input_shape specifies the shape of the input images. MaxPooling2D 
(pool_size= (3, 3), strides= (2, 2), name=’pool1’): After the first convolutional layer, a 
max pooling layer (MaxPooling2D) is added. It performs down sampling by taking the 
maximum value within a pooling window of size 3 × 3. The stride is set to (2, 2), meaning 
the window moves two pixels at a time. Similar patterns of adding convolutional layers 
and max pooling layers are repeated for subsequent layers (conv2, pool2, conv3, conv4, 
conv5, and pool3) with 256,384,384, and 256 respectively. Each layer applies a convolu-
tion operation and then performs down sampling using max pooling. Finally feed in the 
Fully Connected Layers with Dense (4096, activation=’relu’, name=’fc6’): This line adds 
a fully connected layer (Dense) with 4096 neurons and ReLU activation. It receives the 
flattened feature maps as input. Dense (4096, activation=’relu’, name=’fc7’): Dense (num_
classes, activation=’softmax’, name=’predictions’): The last fully connected layer (predic-
tions) has several neurons equal to the number of classes (num_classes). The activation 
function is softmax, which outputs class probabilities of Normal, malignant, and benign. 
The parameters are further presented in Fig. 4.

Based on the experiment conducted to assess the effectiveness of the model developed 
by Alex Net CNN, a training accuracy of 0.909%, test accuracy of 0.72%, and validation 
accuracy of 0.73% was achieved as shown in Fig. 5.

Experimental evaluation using google inception network (inception v3)

To achieve the objective of this research, we experimented to assess the performance 
of the Google Inception Network, specifically the Inception V3 architecture, on a 
given task. The Inception V3 model is a deep convolutional neural network architec-
ture widely used for image classification and recognition tasks. This evaluation aims to 
analyze its accuracy and effectiveness without making any modifications to the original 
algorithm or without adding feature enhancement techniques. The model is developed 
using inception V3 architecture with 7 convolutional (CONV1-CONV7) layers and 3 
fully connected layers using the Tensor flow library. The pre-processed data is fed into 
the first convolutional layer with input input_shape = (224, 224, and 3): This defines the 
input shape of our images as a tuple of height, width, and channels (RGB) with 64 filters 
of size 1 × 1, 3 × 3 5 × 5 and ReLU activation and adds a max pooling layer with a pool 
size of 3 × 3, 5 × 5 to downsample the output of convolutional layer 1 and the model is 
compiled with Adams optimizer with softmax classifier. In this model, 5,382,945 total 
parameters are generated and 5,374,113 are trainable 8,832 are non-trainable parame-
ters. Based on the experiment we get a test accuracy of 0.93% with a test loss value of 

Fig. 3 AlexNet-CNN Model architecture
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0.179 which means the developed model correctly detects and classifies the breast can-
cer disease is 93.0%. The developed model using the inception V3 algorithm summary is 
depicted in Fig. 6(a) and (b).

Experimental evaluation using google inception network with feature enhancement 

techniques

To enhance the accuracy of the model developed using the Google Inception Network, 
such as InceptionV3, we propose the incorporation of feature enhancement techniques 
known as locally preserving projection. These techniques aim to improve the overall 
performance of the model by preserving the local structures and relationships within the 
data. In this study, we propose the integration of locally preserving projection techniques 
into the Google inception network (Inception V3) model, and we refine the represen-
tation of features, leading to more precise predictions and better overall performance. 
The breast cancer ultrasound image dataset is divided into training, validation, and test 
datasets. Once the dataset is divided preprocessing technique is applied. Filliping and 
rotation data pre-processing techniques are applied in this study to increase the size of 
the dataset. To conduct the experiment the researcher uses an input layer, Convolutional 
layer, inception Module, feature enhancement layer using a Locally Preserving Projec-
tion Layer, fully connected layer, and output layers with a Softmax activation function 
for multi-class classification.

Pre-processed data are inserted into the convolutional layer with the input shape of 
the image input_shape = (224, 224, 3) as a tuple of height, width, and channels (RGB). 
Then the convolutional layer creates a 2D convolutional layer with filters of size (1 × 1, 
3 × 3, and 5 × 5) and softmax activation. It takes the input layer as input. Then the 

Fig. 4 Alex-Net CNN parameters and convolutional layer block
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convolutional layer is concatenated with the inception module with 1 × 1, 3 × 3, and 5 × 5, 
the inception module with filter size 1 × 1, 3 × 3, and 5 × 5 modified with LLP feature 
enhancement techniques to enhance the accuracy of the model, the modified inception 
model concatenated with the fully connected layer. Finally, the output layer of the modi-
fied network consists of a SoftMax activation function for multi-class classification. In 
this case, the network is trained to classify ultrasound image datasets into malignant, 
benign, and Normal classes: benign and malignant.

The model developed by Google using the Inception Network with feature enhance-
ment techniques achieved an accuracy of 0.95% as shown in Fig. 7. An accuracy of 0.95% 

Fig. 5 Accuracy of the AlexNet Model for breast cancer detection and classification
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indicates that the model is performing well and has a high level of accuracy in predicting 
the correct labels for breast cancer ultrasound images.

The performance of the model developed by Inception Network with feature enhance-
ment techniques is summarized in Table 2.

When we compare the performance of the model developed with the Inception Net-
work with feature enhancement techniques to the original Inception V3 and AlexNet 
CNN models, it was observed that the enhanced model outperformed both of them in 
terms of accuracy. This suggests that the feature enhancement techniques used in the 
model improved its ability to detect, classify, and make accurate predictions of breast 
cancer disease with an accuracy of 0.95% to the inception model and AlexNet model and 
make accurate predictions.

Experimental evaluation using google inception network with feature enhancement 

techniques and transfer learning

After experimenting with the Modified Google Inception Network (Google inception 
network with LLP feature enhancement techniques) we also integrated transfer learning 
techniques to improve the accuracy of the proposed models. To tackle the problem con-
cerning the shortage of the dataset, we used both the online dataset and clinical dataset 
through transfer learning. After we integrated transfer learning techniques on Experi-
mental Evaluation using Google Inception Network with Feature enhancement Tech-
niques, we got an accuracy of 99.081%. Figure 8 presents the accuracy and loss value of 

Fig. 6 (a) Accuracy and Loss value (b) Model developed by Google Inception Network (Inception V3)
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the model developed using Google Inception Network with Feature Enhancement Tech-
niques and Transfer Learning.

The model developed by using Google Inception Network with Feature enhancement 
Techniques and transfer learning is summarized and compared in Table 3.

When we compared the performance of the model developed using Inception Network 
with locally preserving projection (LPP) feature enhancement with transfer learning 
and the Inception Network with locally preserving projection (LPP) feature enhance-
ment techniques, the original Inception V3 and AlexNet CNN models, it seems that the 
enhanced model with transfer learning outperformed both of them in terms of accu-
racy. It suggests that the feature enhancement techniques used in the model with trans-
fer learning have improved its ability to detect, classify, and make accurate predictions 

Table 2 Accuracy, recall, and sensitivity value of the model developed using Inception Network 
with feature enhancement, Google Inception Network (Inception V3), and Alex Net CNN.
Model Accuracy Precision Sensitivity Execution Time
Inception Network with feature enhancement 0.95% 0.80% 0.85% 1.23 m
Google Inception Network (Inception V3) 0.93% 0.75% 0.78% 3 m
Alex Net CNN 0.73% 0.70% 0.712 4 m

Fig. 7 Accuracy and loss Value of Model developed by Google Inception Network with Feature Enhancement 
Techniques
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of breast cancer disease with an accuracy of 99.81% to the inception model and AlexNet 
model and make accurate predictions.

Results and discussion
In the study, we aim to investigate the effectiveness of integrating a feature enhance-
ment technique into the Google Inception network for breast cancer detection and clas-
sification. The experiments aimed to assess the performance of the proposed model in 
comparison to baseline models and state-of-the-art deep learning architectures com-
monly used in medical image analysis tasks. To achieve this, we obtained a breast cancer 
dataset comprising of annotated Ultrasound images from Hospitals and online sources. 
The dataset was carefully curated to ensure accuracy and quality of the annotations. 
We partitioned the dataset into training, validation, and testing sets while maintaining 
the class distribution. The proposed model was implemented by integrating the locally 
preserving projection (LPP) feature enhancement technique, into the Google Inception 
network and by applying transfer learning Techniques. The proposed model architec-
ture was designed to accommodate the integration of the locally preserving projection 
(LPP) feature enhancement technique while ensuring compatibility with the input size 
and channel requirements of the ultrasound images. During the model training phase, 

Table 3 Accuracy value of the model developed using Inception Network with feature 
enhancement with transfer learning, Inception Network with feature enhancement, Google 
Inception Network (Inception V3), and Alex Net CNN.
Model Accuracy
Inception Network with feature enhancement with transfer learning 0.9981%
Inception Network with feature enhancement 0.95%
Google Inception Network (Inception V3) 0.93%
Alex Net CNN 0.73%

Fig. 8 Accuracy and loss value of the model developed using Google Inception Network with Feature Enhance-
ment Techniques and Transfer Learning
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we initialized the model with appropriate weights and biases and utilized the training set 
to update the model’s parameters through backpropagation. The progress of the train-
ing process was monitored using the validation set, and early stopping was applied if 
necessary to avoid overfitting. The modified proposed model includes InceptionV3 
Inception Network as the base Google Inception Network. This base network consists 
of multiple inception modules, which consist of parallel convolutional layers with differ-
ent filter sizes, pooling, and concatenation operations. The base network is responsible 
for extracting rich and hierarchical features from the input ultrasound images. Then 
LPP feature enhancement technique is integrated into the base network to enhance 
the discriminative power of the features. The LPP algorithm is applied to the feature 
maps obtained from the InceptionV3 Inception Network. It computes within-class and 
between-class scatter matrices based on the extracted features and projects them into 
a lower-dimensional subspace. This process captures the underlying structure and dis-
criminative information present in the ultrasound images. After applying the LPP fea-
ture enhancement technique, the LPP-enhanced features are concatenated with the 
original features obtained from the base network. The concatenation operation com-
bines the feature maps of the LPP-enhanced features and the original features, resulting 
in a combined feature representation. This step aims to preserve both the enhanced dis-
criminative information and the original representation captured by the base network. 
Then a classifier is integrated into the modified network. In this paper, SoftMax classifi-
ers are used, and they are trained on the combined features. This enables the classifier to 
learn the discriminative patterns and make accurate predictions for breast cancer detec-
tion and classification.

Integrating the LPP feature enhancement technique into the Google Inception Net-
work architecture helps to enhance the network’s discriminative power by using both 
the original features extracted by the base network and the enhanced features obtained 
through the LPP algorithm. This modification allows the network to capture and utilize 
the underlying structure and discriminative information in ultrasound images integrated 
with transfer learning, ultimately improving the accuracy of breast cancer detection and 
classification. The proposed model performs an accuracy of 99.81%.

Model comparison in terms of accuracy, sensitivity, and recall

To further demonstrate the proposed model we compare the performance of AlexNet 
CNN, Inception V3, Modified Inception Network (inceptionV3) with LPP feature 
enhancement techniques, and Inception Network with LPP feature enhancement with 
transfer learning and we discuss each model and their relative performances based on 
the experiments. AlexNet was one of the first CNN architectures to widely adopt the 
rectified linear unit (ReLU) as its activation function and uses the dropout regularization 
technique to address the issue of overfitting. We compared the detection performance 
with those proposed by other researchers. It was observed that metrics such as accu-
racy, recall, and specificity are commonly employed. We also employed these metrics 
to see how the developed model performs on the testing set. As shown in Table 4, the 
proposed model, which combines the Inception Network with LPP feature enhancement 
using transfer learning achieved a high accuracy of 99.081% for breast cancer detection 
and classification.
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The LPP feature enhancement techniques help the inception network to enhance per-
formance and transfer learning allows the model to use pre-trained weights and knowl-
edge from different datasets, which can enhance its performance to detect and classify 
the breast cancer. By incorporating these techniques, the model can learn more rep-
resentative and discriminative features for breast cancer detection, resulting in higher 
accuracy (99.081%) as compared to Inception Network with LPP feature enhancement, 
Google inception Network (Inception V3), and Alex Net CNN.

Comparative analysis of the proposed model with state of the art models

We compared the performance of our proposed model with traditional methods and 
state-of-the-art deep learning architectures using the breast cancer dataset in Table 5. 
We measure various evaluation metrics, including accuracy, sensitivity, and recall.

As shown in Table  5, the quantitative comparison table demonstrates that the pro-
posed approach for breast cancer detection using ultrasound images achieved impressive 
results. The accuracy of 99.8% indicates that the model is making correct predictions. 
Furthermore, the recall of 96.96% highlights the model’s ability to identify the majority 
of positive cases correctly and the sensitivity of 93.19% further emphasizes the model’s 
capability to correctly identify true positive cases. This metric indicates the model’s abil-
ity to minimize false negatives, which is crucial in preventing misdiagnosis and ensuring 
that potential cases are not overlooked. Mohanty et al. [48] produce better performance 
with a model accuracy of 98.3% but, our model has better accuracy than other algo-
rithms with an accuracy of 99.81%. Authors in [47] slightly produced a better accuracy, 
but the proposed model has greater accuracy and recall than other algorithms.

Conclusion and future work
Over the past five years, deep learning methods, including deep convolutional neural 
networks (CNNs), have demonstrated remarkable success in image detection and clas-
sification tasks. These advancements have also been extended to the field of medical 
imaging, where deep learning models have shown great promise in addressing various 

Table 4 Model comparison in terms of accuracy, sensitivity, and recall
Model Accuracy Recall Sensitivity Exe-

cution 
Time

Inception Network with feature enhancement with 
transfer learning

0.9981% 0.9648% 0.930% 1.5 m

Inception Network with LPP feature enhancement 0.95% 0.80% 0.85% 2 m
Google Inception Network (Inception V3) 0.93% 0.75% 0.78% 3.5 m
Alex Net CNN 0.73% 0.70% 0.712 4 m

Table 5 Comparative analysis of the proposed model with related works
Author Models used Accuracy Recall Sensitivity
 [15] VGG16 with Transfer Learning 97.35% 92% 93%
 [23] Transferable Texture Convolutional Neural Network 

(TTCNN) with Google Net
97.49% 86.78%

 [33] CNN-based transfer learning with AdaBost Classifier 96.2 - 97.3%
 [47] InceptionV3 97.816% 94% 96.75%
Proposed 
Model

Inception Network (V3) with LPP feature en-
hancement with transfer learning

99.81% 96.48% 93.0%
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medical image challenges across different modalities. For instance, in the area of medi-
cal imaging  , Google inception, ResNet, and GAN Net networks have achieved better 
results in terms of sensitivity and accuracy than human experts and other methods of 
breast cancer metastases classification. Furthermore, we introduced a 3D CNN for lung 
cancer detection which achieved promising results.   Deep learning models for breast 
cancer detection in recent times have not yet achieved sufficient accuracy and robust-
ness for real-time applications, due to the morphological variability in nodule appear-
ance. The detection of breast cancer using deep learning (for instance google inception 
model) depends on the extent of the intermediate output of the model, i.e., the better the 
intermediate output of the model, the better the model achieves better detection results. 
Using deep learning-based breast cancer detection, the majority of research that were 
devoted to breast cancer detection employed different feature fusion strategies with 
various kernel sizes. For example, to enhance the detection and classification of breast 
cancer using CNN canonical feature fusion which enhances the output of CNN, we 
introduced a weighted CCA feature fusion strategy and the Kernel CCA feature fusion 
strategy to enhance the output of CNN. However, all these feature fusion strategies are 
conducted by concatenating different features of CNN and applying the transformation 
function to enhance the final output of CNN. However, most of the features are lost in 
each intermediate output (layer) of CNN, not on some layers of CNN. Due to this, the 
overall accuracy of CNN-based breast cancer detection is not as intended as possible.

The development of breast cancer detection and classification algorithms using deep 
learning techniques can be of great assistance to radiologists and medical profession-
als in enhancing medical image analysis and the models have the potential to signifi-
cantly impact the field of radiology and improve the efficiency and accuracy of breast 
cancer diagnosis. In this research paper, we proposed a feature enhancement method 
that aims to enhance the intermediate output of the proposed model. To this end, the 
modified inception network, CNN-based networks (InceptionV3), is selected for breast 
cancer classification by introducing a feature enhancement method called locally pre-
serving projection (LPP). The LPP algorithm is utilized on the feature maps acquired 
from the Inception V3 base network. It calculates the scatter matrices within the same 
class and between different classes using the extracted features. These matrices are then 
projected into a lower-dimensional space. Ultimately, the LPP-enhanced features effec-
tively captures the inherent structure and distinguishes between information found 
in the ultrasound images. After applying the LPP feature enhancement technique, the 
LPP-enhanced features are combined with the original features obtained from the base 
network. The objective is to preserve both the enhanced discriminative information and 
the original representation captured by the base network. The concatenation operation 
merges the feature maps of the LPP-enhanced features and the original features, result-
ing in a unified feature representation. Following the feature concatenation, a modified 
network integrates the classifier that facilitates breast cancer detection and classifica-
tion. In this paper, SoftMax classifier was employed and trained on the combined fea-
tures. This allows the classifier to learn the discriminative patterns present in the data 
and make accurate predictions.  The proposed model is expected to increase the accu-
racy of the detection and classification of breast cancer. To evaluate the performance of 
the proposed model,  an extensive testing on the held-out testing set was conducted. We 
also conducted an experiment to compare our proposed model with other approaches . 
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During the experiment, we compared the results of different model settings like Incep-
tion Network with feature enhancement with transfer learning, Inception Network 
with LPP feature enhancement, Google Inception Network (Inception V3), and Alex 
Net CNN models. We used various evaluation metrics, including accuracy, sensitivity, 
and recall, which assess the model’s ability to detect the cancer disease as malignant, 
benign, and normal. The experimental results were analyzed and compared with the 
performance of baseline models and state-of-the-art deep learning architectures. The 
proposed Inception Network (V3) with LPP feature enhancement with transfer learning 
model demonstrates improved performance in terms of accuracy, sensitivity, and recall, 
99.81%, 96.4%, and 93.0% respectively compared with Inception Network with LPP fea-
ture enhancement with evaluation metrics of 95% accuracy, 80% recall, and 85% pre-
cision, while Google inception Network (Inception V3)  achieved an accuracy of 93%, 
recall of 95% and precision of 78%. Alex Net CNN achieved an accuracy of 73%, recall 
of 70%, and precision of 71.2%  . Based on the analysis and evaluation carried out in this 
study, the integration of the LLP feature enhancement technique in the Google Incep-
tion network holds promise for enhancing the accuracy and effectiveness of breast can-
cer detection and classification. The findings from the experiments provide valuable 
insights into the potential clinical relevance and interpretability of the model’s predic-
tions. In conclusion, our experiment validates the effectiveness of integrating a feature 
enhancement technique in the Google Inception network for breast cancer detection 
and classification.

Future work

This work contributes to the advancement of medical image analysis and has implica-
tions for improving early detection and patient outcomes in breast cancer diagnosis. In 
the future, the authors hope to evaluate the proposed model with a larger and diverse 
dataset, and incorporate domain knowledge from radiologists into the model to improve 
its interpretability and clinical relevance.
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