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Abstract 

In the telecom sector, predicting customer churn has increased in importance in recent 
years. Developing a robust and accurate churn prediction model takes time, but it 
is crucial. Early churn prediction avoids revenue loss and improves customer retention. 
Telecom companies must identify these customers before they leave to solve this issue. 
Researchers have used a variety of applied machine‑learning approaches to reveal 
the hidden relationships between different features. A key aspect of churn prediction 
is the accuracy level that affects the learning model’s performance. This study aims 
to clarify several aspects of customer churn prediction accuracy and investigate state‑
of‑the‑art techniques’ performance. However, no previous research has investigated 
performance using a hybrid framework combining the advantages of selecting suitable 
data preprocessing, ensemble learning, and resampling techniques. The study intro‑
duces a proposed hybrid framework that improves the accuracy of customer churn 
prediction in the telecom industry. The framework is built by integrating the XGBOOST 
classifier with the hybrid resampling method SMOTE‑ENN, which concerns applying 
effective techniques for data preprocessing. The proposed framework is used for two 
experiments with three datasets in the telecom industry. This study determines which 
features are most crucial and influence customer churn, introduces the impact of data 
balancing, compares the classifiers’ pre‑ and post‑data balancing performances, 
and examines a speed‑accuracy trade‑off in hybrid classifiers. Many metrics, includ‑
ing accuracy, precision, recall, F1‑score, and ROC curve, are used to analyze the results. 
All evaluation criteria are used to identify the most effective experiment. The results 
of the accuracy of the hybrid framework that respects balanced data outperformed 
applying the classifier only to imbalanced data. In addition, the results of the pro‑
posed hybrid framework are compared to previous studies on the same datasets, 
and the result of this comparison is offered. Compared with the review of the latest 
works, our proposed hybrid framework with the three datasets outperformed these 
works.
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Introduction
Customers are considered one of the most important assets for businesses in numerous 
dynamic and competitive companies within the marketplace [1].

Competitive market companies, in which customers have numerous choices of service 
providers, can easily switch a service or even the provider. Such customers are referred 
to as churned customers [1].

Acquiring a new customer not only costs 5–6 times more than retaining a customer 
but also requires time to develop customer loyalty to the service provider, subject to 
the satisfaction of demanded services. While retaining a customer does not involve any 
additional marketing or other expenses, attention to the resolution of customer con-
cerns is sufficient in most cases.

Furthermore, long-term customers relationship generates more profit because other 
competitors do not easily attract them, and they can refer to new customers and eventu-
ally become less expensive to attend. Thus, a fractional improvement in customer reten-
tion can impact the growth and sustainability of telecom businesses [2].

The issue of customer churn or attrition is not unique to the telecom industry. At some 
point in time, every company in every industry faces the problem of losing customers to 
competitors. This is usually a source of large financial losses for companies, as it is con-
sidered easier and much cheaper to keep an existing customer than to attract new ones. 
Several studies and surveys support this finding. Van den Poel and Larivière [3] con-
firmed this in their study of the importance of the economic value of customer retention 
in the context of a European financial services company [4].

There are different types of artificial intelligence. Machine learning  is an application 
of artificial intelligence, which is used to predict churners and non-churners; Kaličanin 
et al. in [5] demonstrated that decision makers need to implement some AI applications. 
Machine learning (ML) represents the main pillar of artificial intelligence and consists 
of diverse mathematical models like statistics, probabilistic, and neural networks. These 
models are applied to large datasets to identify data patterns, learn, or predict output 
values.

Luckert et al. in [6] defined ML algorithms as supervised, unsupervised, semi-super-
vised, and reinforcement learning. Supervised learning: In this, some data is already 
tagged with the correct answer, and the machine is trained using this labelled data. It 
generates a function that predicts the output based on the input observations. Unsuper-
vised learning: This uses information that is neither classified nor labelled and allows the 
algorithm to act on that information without guidance. Here, the machine is forced to 
train from an unlabeled dataset and then differentiate it based on certain characters. In 
[7], semi-supervised learning was defined as training on a combination of labelled and 
unlabeled data. This learning method combines a small amount of labelled data with a 
large amount of unlabeled data during training. Reinforcement learning: learning hap-
pens in the environment, and this learning employs rewarding desired behaviors and 
punishing undesirable ones.

Machine learning (ML) has shown outstanding results in a variety of applications, 
including speech recognition [8], computer vision [9], medical diagnostics [10], and 
telecom [11]. Among the many approaches developed in the literature for predicting 
customer churn, supervised machine learning (ML) techniques are the most widely 
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investigated. Supervised ML involves the development of models that can be learned 
from labelled data. ML includes a wide range of algorithms, such as decision trees, 
k-nearest neighbors, linear regression, naive bayes, neural networks, support vector 
machines (SVM), and genetic programming [12].

Ensemble learning is one of the most popular methods that can be used to improve 
classification accuracy. These methods are a class of highly successful machine-learning 
algorithms that combine several models to obtain an ensemble that is supposedly more 
accurate than its individual members [13, 14]. Widely used ensemble classification meth-
ods include bagging [15], AdaBoost [16], random forest [17], random subspace [18], and 
gradient boosting [19, 20]. Because ensemble classification methods have advantages in 
terms of accuracy, stability, and generalization, they are widely adopted to solve various 
problems such as multiple-label learning and imbalance learning.

As far as preprocessing is concerned, in our study, the data preprocessing can often 
have a significant impact on generalization performance of a supervised ML algorithm. 
The elimination of noisy instances is one of the most difficult problems in inductive ML 
[21, 22].

In [23], data preprocessing methods that include data cleaning, integration, trans-
formation, and reduction were proposed. In [24], the authors survey the most popular 
preprocessing steps required for environmental data analysis and present a proposal to 
systematize them. As in [24], the authors represented Fig. 1, which shows that it yields 
significant advantages when optimizing the competitive algorithms and tools used to 
enhance data quality. The aim of this study is to expand on the results of previous stud-
ies in which, in the preprocessing layer as well as the classification layer, which still don’t 
satisfy telecommunication providers as a result, it spotted light from both layers. To pre-
dict churn and improve accuracy, a hybrid framework based on the chosen ensemble 
learning classifier is used to predict churn. Preprocessing is essential for obtaining good-
quality results and useful new knowledge from them.

The purpose of this study is to minimize the misclassification of churners and non-
churners. A hybrid framework based on the integration of ensemble machine learning 
and hybrid resampling techniques with the selection of the best techniques for improv-
ing data quality is developed to predict customer churn. Previous research on data prep-
aration and preprocessing within a machine learning cycle is argued. Also, it focuses on 
the limitations of accuracy and performance trade-offs to appropriately target churners, 
facilitating decision-makers to offer suitable retention plans. Ensemble learning is one 
of the most popular methods that can be used to reduce the variance in models and 
improve classification accuracy. The success of XGBoost is primarily due to its scalabil-
ity in all applications and its speedy learning due to distribution and parallel computa-
tion, which allow for quicker model exploration. The SMOTE-ENN method is one of the 

Fig. 1 Enhancing decision quality
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well-known methods that combines SMOTE as an over-sampling technique and ENN as 
an under-sampling technique to improve the results. The oversampling led to overfitting 
the Churner class, resulting in incredibly low precision. Undersampling increased the 
recall but lowered the precision compared to the baseline score. They suggested opening 
a research gate for combining techniques. In this study, combining SMOTE and ENN 
can help determine the benefits and drawbacks of both techniques. Standardization, fea-
ture selection, feature reduction, missing value imputation, SMOT-ENN, and XGBoost 
ensemble learning classifiers are applied in this study. These techniques are applied to 
improve the accuracy of customer churn prediction.

This study compares pre- and post-data balancing performances for the classifiers, 
identifies the most important variables that affect customer turnover, and focuses on 
the speed-accuracy trade-off in hybrid classifiers. It reports an analysis of three datasets 
with two different experiments using ROC and AUC curves. It has been shown that the 
result of experiment (a) with the third dataset achieved the highest accuracy of 99.92%, 
the highest f-score, and the best AUC of 99%, in which hybrid resampling using the 
SMOTE-ENN technique and STD scaling were performed. While the lowest accuracy 
level was in experiment (b) in which the resampling is ignored.

The rest of this study is structured as follows: Section  "Related Work" presents the 
previous studies to predict Churn. Section "A proposed hybrid framework for customer 
churn prediction" presents the main stages of a developing system to predict Churn 
based on the Proposed Framework. Section  "Experiment Results and Discussion" pre-
sents experimental results and discussion. Finally, the conclusions are presented in Sec-
tion "Conclusion".

Related work
In this section, the data preprocessing, key concepts, and criteria of its applications will 
be discussed. It’s worth mentioning the impact of data preprocessing methods, as well 
as the classification layer, on model performance and the ability to derive best practices 
within churn management. In addition to that, the study of data mining and machine 
learning applications of classification within the related domains of the telecom sector 
will be discussed.

In [25], a study presented an approach to the classification problem with non-discrim-
ination constraints. This classification is based on preprocessing the training dataset. 
The proposed solution is massaging, reweighing, and sampling. However, they first theo-
retically studied the trade-off between discrimination and accuracy in a general setting. 
Similarly, they pointed out the importance of preprocessing and its impact on accuracy.

A recent study in [26] developed a methodological guideline for studies focused on 
using machine learning. It included a detailed checklist of the eight items and demon-
strated detailed data preparation as a list of tasks. These guidelines would improve the 
quality of research methods.

The study in [7] investigated the influence of data preprocessing and the effects of over- 
and under-processing. It analyzed a comparison of the popular data preprocessing tech-
niques and their effects on different data classification algorithms. It has been observed 
that when the dataset was preprocessed using standardization, the best accuracy of 
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98.24% was obtained. The paper has shown strong over- and under-processing effects 
when a is overly preprocessed, and the performance of the algorithm decreases.

Regarding the key concepts of preprocessing, as in the prior study [27], the authors 
suggested a research framework for customer churn prediction. They performed experi-
ments on independent feature selection methods and independent prediction algo-
rithms. They experimentally compared them to construct a two-phase optimization 
algorithm, although they selected the best match between the feature selection method 
and the prediction algorithms. This study examined the significance of feature selection 
in increasing accuracy levels.

In [28], the aim was to predict customer churn using big data. Statistical analyses and 
J48 decision trees were constructed for the three different datasets. In the preprocessing 
stage, to provide discriminating features to the classifier, Fisher’s ratio and F-score fea-
ture extraction methods were used. This study showed that data preprocessing and nor-
malization are indispensable for better comparability of usage trends between months. 
They focus on the quality of data, which leads to the quality of decisions.

In a recent study by Zhou and Ooka [29], the paper addressed the impact of preproc-
essing in terms of time concerns. They found that general preprocessing methods, such 
as standardization, normalization, and other methods such as a number, proportion, and 
nondimensionalization for input and output, can result in similar performance on a con-
structed NN model. This study strongly recommends preprocessing for the output, par-
ticularly for situations with variables having different orders of magnitude in the output.

The return to study in [14] has been identified as a major contributing factor for pre-
diction accuracy. They used the AdaBoost algorithm, which is a boosting ensemble 
method. In this study, the hybrid approach consisted of a support vector machine (SVM) 
classifier with feature selection. The experimental results showed that the proposed 
hybrid approach achieved better performance than the base classifier SVM alone. An 
accuracy of 99.24% was obtained using the hybrid approach. However, the study might 
have been comprehensive if the authors had considered data resampling techniques to 
improve accuracy within their model without overfitting.

Similarly, Lalwani in [30] argued that data preprocessing is an important phase. They 
highlighted the role of feature selection to improve classification accuracy and applied a 
gravitational search algorithm to perform feature selection. This study proved that the 
XGBOOST and CatBoost classifiers have significant results in terms of accuracy rates.

Considering the findings reported by Rocha et al. [31], they proposed a model based 
on a rough set theory using four different rule generation algorithms. This study inves-
tigated the performance of two oversampling techniques, SMOTE and MTDF. In addi-
tion, they used mRMR feature extraction to improve the classification performance and 
reduce the computational cost and complexity by eliminating unnecessary features from 
the dataset. The experiments showed that the genetic algorithm yields the best perfor-
mance using MTDF for oversampling to manage the imbalanced class problem. Overall, 
these studies highlight the need to combine resampling techniques to achieve improved 
results.

For instance, returning to the study in [24], the authors proposed a general preprocess-
ing methodology. A systematic study of preprocessing tasks was reported by the authors 
and believed to be linked to this review for systematic dealing with preprocessing and 
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data preparation phases, which might be an interesting concern in applying research. 
As they pointed out, while trying to balance data by oversampling the minority classes, 
under sampling the majority class, or a combination of both, and using ensemble meth-
ods, policies are also used in some cases to gain robustness.

In [32], resampling techniques were utilized to solve class imbalance issues. It has been 
reported that oversampling led to overfitting the Churner class, resulting in incredibly 
low precision. Under sampling increased the recall but lowered the precision compared 
to the baseline score. They suggested opening a research gate for combining techniques.

Earlier research [33] demonstrated that when they investigated the capabilities of 
preprocessing techniques in an anomaly detection environment. The authors focused 
primarily on the issue of missing data insertion and data normalization, and the conclu-
sion of the results is quite surprising. The preprocessing techniques for the replacement 
of missing values are insignificant. Moreover, scaling the dataset can have a consider-
able impact on the detection capabilities of the anomaly detection system. The paper is 
limited to their case study or might be the dataset, as these preprocessing techniques 
enhanced the model performance in other cases.

Another study [34] investigated the impact of combining the resampling techniques 
of oversampling and under sampling to solve an imbalanced dataset and improve pre-
diction accuracy. It presented a hybrid approach to enhance prediction accuracy. The 
proposed study was conducted in two phases: (1). Novel hybrid approach: SMOTE over-
sampling and borderline under sampling (SOS-BUS) (2). Classifier ensemble formation. 
Experiments performed with different resampling methods were applied to the churn 
dataset and showed that the hybrid model outperformed the other reference techniques 
in terms of the area under the ROC curve AUC.

Another study [35] introduced a hybrid model that improved the results of predictions 
based on an SVM. They used a preprocessing method that combines oversampling and 
under sampling to achieve more accurate results.

In [36], the authors proposed the accuracy of churn prediction using a deep learn-
ing model with machine-learning algorithms. The random forest model has given better 
accuracy, which is approximately 85%. The study demonstrated the impact of hyperpa-
rameter optimization on performance.

The authors in this study apply a three-stage technique for customer churn predic-
tion. In the first stage, the feature selection technique has been used to choose the most 
relevant features by removing the redundancy and maximizing the significance.  In the 
second stage, the ripple-down rule has been used to build a knowledge-based system to 
gather knowledge about the customer’s behavior. In the final stage, the knowledge acqui-
sition is evaluated by the simulated expert technique. The proposed approach is applied 
to the churn dataset. It outperformed well for churn prediction in the telecommunica-
tions industry, with an accuracy of 95.169% [37].

This study addressed the problem of cross-company churn prediction (CCCP), where 
the company that called a target doesn’t have enough data and should depend on data 
from another company that called a source to successfully predict customer churn. Until 
now, there has been no effective method to transfer data in CCCP. It introduced data 
transformation methods for CCCP using z-score, log, rank, and box-cox. It measured 
the effect of these methods on CCCP using different classifiers like k-nearest neighbor, 
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naive bayes, single rule induction, gradient boosted tree, and deep learner neural net-
works for predicting customer churn in telecommunication companies. The experi-
ments were applied to customer churn datasets in telecommunication companies. The 
results confirmed that the proposed data transformation methods based on log, rank, 
and box-cox improved the performance of CCCP and achieved better results using naive 
bayes [38–40].

The authors confirmed the importance of applying the proposed approach to evaluate 
the classifier’s reliance on the used data and estimate its accuracy. The certainty estima-
tion of the classifier is done by calculating the correlation of all the dataset’s features 
using the normal distribution’s six-sigma rules. The approach is applied to extract the 
classifier’s certainty level of decision. It classified the consumers into different groups 
according to the lower and upper zones. Then the evaluation of the certainty of the clas-
sifier is measured before classifying the consumer churn and non-churn [41].

The authors confirmed a lack of effective, rule-based to predict customer churn in tel-
ecom companies. They proposed a technique-based intelligent rule to make accurate 
decisions to classify churn from non-churn customers and identify the customers who 
are likely to churn or may churn soon [42].

The authors highlighted the important impact of efficient manipulation of a high-
dimensional dataset. They said that scientific papers applied feature reduction to reduce 
processing time and enhance accuracy. However, the authors confirmed that feature 
reduction causes the loss of important information. They confirmed that assigning 
weights to the features and avoiding information loss by domain experts is effective, 
but it is expensive and requires human expertise in the domain. They proposed a novel 
automatic technique to assign weights without needing domain experts. The results have 
shown that the proposed technique achieved an accuracy of 89.1% and outperformed 
feature reduction [43].

As mentioned above and in Table 1, while numerous factors could impact the accu-
racy level of those churners during the prediction model, most fields of study primarily 
concentrate on classification algorithms that increase churn prediction accuracy levels. 
Previous studies often utilized algorithms like decision trees, ANN, logistic regression, 
Naïve Bayes, and K-nearest neighbor. Limited studies are focused on data preparation, 
which accounts for more than half of the learning models in the total data discovery 

Table 1 Review of classification models used with preprocessing techniques

Article ML model Data preprocessing

XGBoost Standard 
ization

Feature 
selection

Feature 
reduction

Data 
sampling

Missing 
values 
imputation

[44] ✔ ✔ ✔ ✔ ✖ ✖
[45] ✔ ✔ ✖ ✖ ✖ ✔
[46] ✖ ✔ ✔ ✖ ✖ ✔
[47] ✖ ✔ ✔ ✖ ✔ ✔
[48] ✔ ✔ ✖ ✖ ✖ ✖
[49] ✖ ✔ ✔ ✔ ✖ ✖
[50] ✔ ✖ ✖ ✖ ✔ ✖
Present work ✔ ✔ ✔ ✔ ✔ ✔
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process and requires more time and effort. Many studies have emphasized methodi-
cal data preparation. In practice, applying the preprocessing processes sequentially is 
unnecessary, which leads to their implementation as a pipeline of tasks. This is based on 
the nature of the dataset used. The analysis and integration of appropriate preprocess-
ing techniques and capabilities received insufficient attention from the research com-
munity. Advanced ensemble learning models like XGBoost provide excellent predictions 
on classification issues. Only a limited number of studies have used XGBoost to pre-
dict customer churn. The datasets deployed to estimate customer churn are frequently 
unbalanced, containing many non-churn instances and very few churn instances. To 
balance the data, previous work has mostly used the Synthetic Minority Oversampling 
Technique (SMOTE). Hybrid resampling techniques like SMOTE-ENN have been sug-
gested as unique and efficient techniques. Few studies have used this hybrid approach 
to predict customer churn. The achievement of applying a hybrid framework that com-
bines the benefits of selecting the proper techniques for improving data quality, resam-
pling methods, and ensemble learning hasn’t been studied before. As a result, this study 
intends to provide a novel contribution to research in customer churn by constructing a 
prediction model combining suitable techniques for data preprocessing with hybrid res-
ampling methods and ensemble learning algorithms. It compares the model’s prediction 
performance with earlier studies. The publicly accessible telecom dataset is subjected 
to the XGBOOST classifier. To produce more accurate results, efficient techniques for 
improving data quality and a hybrid preprocessing technique that combines oversam-
pling and undersampling techniques have been employed. The model used a stratified 
k-fold to create a balance between training and test data and improve classification accu-
racy. Also, it covers a variety of input data by verifying the model’s performance on sev-
eral folds.

In the next section, an overview of the proposed framework has been presented for 
accurate prediction. In addition, the results of the proposed hybrid framework are com-
pared with those of previous studies using the same datasets, and the results of this com-
parison are presented.

A proposed hybrid framework for customer churn prediction
The hybrid framework for customer churn prediction addresses the key concepts for the 
accuracy of customer churn prediction. The proposed framework introduces a solution 
over three layers: the data, algorithm, and evaluation layers, as shown in Fig. 2.

Phase one: data layer

It represents the data preprocessing phase. It performs two main tasks: data prepara-
tion and feature engineering. For the first data preparation phase, IBM telco customer 
churn, orange telecom, and Iranian churn experimental datasets were chosen for related 
experiments, which were acquired online because they are not publicly available due 
to customers’ privacy. Before any data manipulation, an exploratory data analysis was 
performed to discover the dataset’s characteristics. After the analysis, cleaning and 
transforming some of the data was necessary because of their inferior quality, including 
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different data types and missing and redundant values. Once the datasets have been 
cleaned and transformed, three datasets become ready for the next task.

The second phase was the feature engineering, a pipeline of preprocessing steps that 
transform raw data into features used in machine learning algorithms such as predictive 
models [35]. Predictive models consist of an outcome variable and predictor variables. 
The most helpful predictor variables are created and selected for the predictive model 
during the feature engineering process. The datasets needed to be scaled using the STD 
scaler and then applied to the feature selection step by investigating datasets. The first 
dataset contains 21 variables, but the variables, including customer ID, do not contain 
relevant information that can be used for prediction. The second dataset contains 18 
variables. The third dataset includes 16 variables. Further information about the datasets 
can be found in the data availability section.

Fig. 2 A proposed hybrid framework for customer churn prediction
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The feature selection step was performed using univariate feature selection, which 
works by selecting the best features based on univariate statistical tests (chi-square tests) 
[14, 44]. This can be considered a preprocessing step for an estimator. Each feature was 
compared with each feature of the target variable to determine whether there was a sta-
tistically significant relationship. This is also called an analysis of variance (ANOVA). 
When the relationship was analyzed, the relationship between one feature and the tar-
get variable was ignored. That is why it is called the univariate. Each feature has its test 
score. Finally, all test scores were compared, and features with the highest scores were 
selected.

Comparatively, feature reduction (PCA) was used instead of selection, according to the 
study in [7, 51], which is a method to reduce the number of variables in a dataset. This is 
achieved by combining highly correlated variables. PCA allows for the representation of 
data along one axis, which is called the principal component. This simplifies the higher 
dimensions into lower ones.

Phase two: algorithms layer

It represents the resampling and classification phase. Because exploratory data analy-
sis was performed, it can be observed that the datasets were unbalanced because it is a 
special case of the classification problem, where the distribution of a class is not usually 
homogeneous with other classes. The dataset is unbalanced if one of its categories is 
10% or less compared to the other [52]. However, the churn class is usually noticeably 
smaller than the non-churn class. To solve this problem, a hybrid resampling method 
was applied after splitting the datasets into training and testing sets. To avoid the over-
fitting problem, the cross-validation method was adopted, with a stratified k-fold when 
k = 10.

The most popular method of cross-validation is K-fold cross-validation; in this method, 
the data is divided equally into k groups or folds that are equal to or identical. To test the 
model on the other k-1 folds at each iteration, we retain a single fold for testing those 
divided folds in each k iteration. The model’s accuracy is then determined by measuring 
the accuracy achieved in each iteration. To avoid overfitting problems, the stratified cross-
validation method was adopted, with k-fold when k = 10, as shown in Fig. 3. The dataset is 
randomly split into ten disjoint subsets, each containing (approximately) 10% of the data. 

Fig.3 tenfold‑ cross validation
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The model is trained on the training set and then applied to the validation set. Then tenfold 
cross-validation is performed using the sampled data. This means that in each fold, 90% of 
the data is used for training and 10% is left for testing the model. In each fold, the training 
and test data are different, and the stratified cross-validation is the same, meaning that the 
ratio of churners is the same in every fold.

Hybrid Resampling was adopted according to the procedure used by Rustam, Utami 
et al. in [35]. They presented a recent method for resampling using SMOTE-ENN, which 
applies rules to data cleansing by deleting several data samples from both classes.

In [44, 53], the XGBOOST classifier was adopted in the classification phase based 
on a study by Sarker IH. In [44, 54], the authors identified several advantages of the 
XGBOOST. Owing to its good cache optimization, the XGBOOST classifier yields sat-
isfactory results in the prediction model, but it requires more training time for the itera-
tion process. The XGBOOST classifier manages a sparse dataset in which missing values 
are managed properly. The XGBOOST algorithm addresses one of the key problems in 
tree learning: finding the best split. As shown in algorithm 1. Explain How XGBOOST 
works in pseudo code.

Algorithm 1 XGBOOST algorithm 

Following the benefits of using gradient boosting, after the boosted trees are con-
structed. It is straightforward to retrieve the importance scores for each attribute. 
Importance provides a score that indicates the usefulness or value of each feature in the 
construction of the boosted decision trees within the model. The more an attribute is 
used to make key decisions with decision trees, the higher its relative importance. This 
importance was calculated explicitly for each attribute in the dataset, allowing attributes 
to be ranked and compared [55].

The XGBoost algorithm is an advanced version of gradient boosting, which gives bet-
ter performance and less computational time. L(Ø) represents the objective function 
[56, 57]. It consists of two factors, training loss and the regularization term, that can be 
described as the following.

(1)L(Ø) =
∑

Bloss(Y,
Yi)+

∑
C�(fC)

(2)�(f) = γT+ BD��ω�D
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where.
T: number of leaf node of the tree.
fK: independent tree structure q ω: leaf weights.
loss (): the loss function that measures the difference between the actual yi and its pre-

diction ŷi.
Ω: used to penalize the complexity of the model for avoiding overfitting.
γ: the leaf weight penalty parameter [57]
λ: the tree size penalty parameter [57]
Before running XGBoost, we must set three types of parameters: general parameters, 

booster parameters and task parameters.

• General parameters relate to which booster we are using to do boosting, commonly 
tree or linear model.

• Booster parameters depend on which booster you have chosen.
• Learning task parameters decide on the learning scenario. For example, regression 

tasks may use different parameters with ranking tasks.

Table 2 introduces the standard hyperparameters for XGboost ensemble classifier.
The hyperparameters of the algorithms were evaluated and validated using K-fold 

cross-validation. The value of k was 10. Once the predicted outcome is calculated, it is 
evaluated in the next layer.

Phase three: evaluation layer

When handling imbalanced data, accuracy measures can be decisive. This phase rep-
resents the evaluation of the model’s performance according to the classification meas-
urements. The comparison between experiments was made using the confusion matrix, 
precision, recall, F-score, accuracy, and AUC-ROC.

Experiment results and discussion
Experiment setup

Data management and analysis were performed using Anaconda version 3 in the Python 
3.8 environment. Anaconda is a distribution of Python and R programming languages 

Table 2 XGBoost standard hyperparameters

Hyperparameters Description

max_depth (Optional[int]) Maximum tree depth for base learners

n_estimators (int) Number of boosting rounds

n_jobs (Optional[int]) Number of parallel threads used to run xgboost. When 
used with other Scikit‑Learn algorithms like grid search, 
you may choose which algorithm to parallelize and bal‑
ance the threads
Creating thread contention will significantly slow down 
both algorithms

random_state (Optional, int) Random number seed

gamma (Optional[float]) (min_split_loss) Minimum loss reduction required to make
a further partition on a leaf node of the tree
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for scientific computing that aims to simplify package management and deployment. 
The investigations were conducted using the Jupiter Notebook, written in Anaconda 3. 
The data were analyzed using data exploration and analysis techniques using NumPy, 
Pandas, Scikit-learn, and imbalance-combine libraries. These are open-source machine-
learning libraries in Python.

In this study, the XGboost parameters are settled to the following: Max depth to 5 lev-
els, the gamma (for splitting threshold) to 1, as presented in Table 3.

Dataset description

This study was conducted using online data. The first dataset, the telecom dataset, is 
not publicly available because of the customer’s privacy. It was obtained from the IBM 
Watson dataset released in 2015. The dataset contains 7043 instances and 21 attributes. 
The last attributes denote churn or not, of which 5174 are not churners and 1869 are 
churners. The percentage of churners was 26.53%, and that of non-churners was 73.46%, 
which indicates unbalanced data. The second dataset, Orange Telecom’s churn dataset, 
was acquired from the Orange Company in America. It contains 3333 instances and 20 
attributes. The last attributes denote churn or not, of which 2850 are not churners and 
483 are churners. The percentage of churners was 14.49%, and that of non-churners was 
85.51%, which indicates unbalanced data. The third dataset, the Iranian churn dataset 
collected from the Iranian telecom company’s dataset, was released. It contains 3150 
instances and 16 attributes. The last attributes denote churn or not, of which 2655 are 
not churners and 495 are churners. The percentage of churners was 15.71%, and that 
of non-churners was 84.29%, which indicates unbalanced data. These datasets help 
determine customer predictions and build retention possibilities. Each row in the three 
datasets represents a customer, and each column contains the customer’s attributes 
described in the column metadata. The results are presented in Table 4.

Performance measures

Several standard performance metrics have been proposed to compare the effectiveness 
of different classifiers for churn prediction. These metrics are suitable for analyzing the 
performance model built using both balanced and unbalanced datasets. The metrics are 
described as follows:

1) Confusion matrix

Table 3 XGBoost hyperparameters applied values

Hyperparameters Values

max_depth (Optional[int]) 5

n_estimators (int) 100

n_jobs (Optional[int]) 56

random_state (Optional, int) 0

gamma (Optional[float]) 1
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It is a table with two rows and two columns that reports the number of false posi-
tives. (FP), false negatives (FN), true positives (TP), and true negatives (TN). It pro-
vides the information required for analyzing the churn prediction accuracy in terms of 
false. According to Lalwani [30], there are four terms for understanding the evaluation 
criteria:

• True positive (TP): The number of customers in the churner category and the pre-
dictive model predicted them correctly.

• True negative (TN): The number of customers in the non-churner category and 
the predictive model predicted them correctly.

• False positive (FP): the number of customers who are non-churners, but the pre-
dictive algorithm has labelled or identified them as churners.

• False negative (FN): The number of customers who are churners, but the predic-
tive model has labelled or identified them as non-churners.

2) Performance indicators

Accuracy: This can be described as the ratio of correctly predicted observations to 
the total number of observations [43]. The formula used is as follows:

Precision: This can be described as the ratio of correctly predicted positive observa-
tions to total predicted positive observations. The formula used is as follows:

(3)(TP + TN )/(TP + FP + TN + FN )

Table 4 Datasets metadata and description

Attributes categories Description

Dataset 1 Customers Who left within the last month—the column is called churn

Services Each customer has signed up for—phone, multiple lines, internet, 
online security, online backup, device protection, tech support, and 
streaming TV and movies

Customer account information how long they have been a customer, contract, payment method, 
paperless billing, monthly charges, and total charges

Demographic info about customers—gender, age range, and if they have partners 
and dependents

Dataset 2 Customers determining whether a customer canceled the subscription– the 
column is called churn

Customer account information Info about Total day calls—Total day minutes—Total charge—
Account length

Demographic Info about States—and area code

Dataset 3 Customers The state of the customers at the end of 12 months

Customer account information Info about type of service, the charge amount, number of com‑
plaints, call failures, frequency of SMS, subscription length, number 
of distinct calls, age group, status, and frequency of use

Demographic Info about age
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where TP is true positive, and FP is false negative.
Recall: This can be described as the ratio of correctly predicted positive observa-

tions to all observations in an actual class. The formula used is as follows:

F1-Score: It can be described as the weighted average of precision and recall. There-
fore, this score considers both false positives and negatives.

The formula is as follows:

where P is precision and R is recall.
One of the prominent methods for assessing how well classifiers operate on unbal-

anced datasets is receiver operating characteristic (ROC) curve analysis. The signal 
detection theory is where ROC analysis primarily evolved as a technique for choosing 
a threshold or operating point for the receiver to detect the presence or absence of a 
signal. The true positive rates and false positive rates are plotted on the ROC curve. 
Based on the tradeoffs between true positives and false positives, classifiers can be cho-
sen. AUC curve: In contrast to other metrics, AUC is not influenced by any threshold 
value, as it considers all thresholds for the predicted probabilities [58]. The higher the 
AUC, the better the model is at predicting the 0 class as 0 and the 1 class as 1. The ROC 
curve, in our case, is the relationship between the true churn rate on the y-axis and the 
false churn rate on the x-axis. So, it concerned true and false predictions. It is used with 
binary classification, and it’s highly considered in imbalanced datasets. In addition, the 
ROC and AUC summarize the performance of a classifier over all thresholds. The ROC 
curve is mostly used to measure a test’s ability as a criterion. The area under the curve 
was calculated for the two experiments before and after data balancing, and the results 
are represented in ratio values as represented.

The ROC-based AUC is the highest in experiment (a) which respects the data balanc-
ing. It achieved an accuracy of 0.99 with dataset 3. The points of each curve in Fig. 7 are 
close to the upper left corner, which indicates that the probability of correct prediction 
for each class is relatively high.

Implementation results

1) Results of exploratory data analysis (EDA)

EDA is used in the data layer to discover dataset characteristics and prepare data for 
machine learning. The datasets were explored using the library Seaborn to visualize the 
churn rate, as shown in Fig. 4. In dataset 1, customer churn rate plots show that 26.60% 
of customers left the company, and 73.40% of customers stayed with the company. In 

(4)TP/(TP + FP)

(5)TP/(TP + FN )

(6)2× (P × R)/(P + R)
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dataset 2, customer churn rate plots show that 14.49% of customers left the company, 
and 85.51% of customers stayed with the company. In dataset 3, customer churn rate 
plots show that 15.71% of customers left the company, and 84.29% of customers stayed 
with the company.

According to the theory in [48, 52] of Pearson correlation, this is another method for 
understanding a feature’s relation to the target variable and can be used for feature selec-
tion. This method was also used to determine the association between features in data-
sets. The resulting value is [− 1, 1], where − 1 indicates a perfect negative correlation, + 1 
indicates a perfect positive correlation, and 0 indicates that the two variables do not 
have a linear correlation. The correlation among the features was assessed and sorted in 
descending order. As mentioned in Fig. 5, it provides the interpretability of the correla-
tion in terms of score.

(a) (b)

(c)

Fig. 4 a Churn rate plot of dataset 1. b Churn rate plot of dataset 2. c Churn rate plot of dataset 3
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2) Results of data preprocessing

This subheading of the experiment concerned the application of different preprocessing 
tasks manipulated in a comparative manner. The experiment was grouped by preproc-
essing categories as follows: data balancing, data scaling, and data reduction. 

Feature Standardization Method It was applied as a fundamental preprocessing step. 
Python’s Sci-kit has various scalers: STD Scaler, Min–Max Scaler, Max-Abs Scaler, and 
Robust Scaler are the four types of scalers. In this paper, we standardize the features by 
using the Stander Scaler function, and all columns in the three datasets were rescaled. 

Univariate Feature Selection Method Univariate assigns scores for each feature, the 
important and best features based on high scores were selected. Table 5 (a) shows the 
scores of all features  after applying the univariate method to dataset 1. We can see that 
the TotalCharges registered the first highest score with 476139.219272. Tenure regis-
tered the second highest score with 12349.737573. OnlineBackup_No registered the low-
est score at 222.579066 for all features.

Table  5 (b) shows the scores of all features after  applying the univariate method to 
dataset 2. We can see that the Total_day_minutesregistered the first highest score with 

Fig.5 a Feature correlation heatmap triangle masked of dataset 1. b Feature correlation heatmap triangle 
masked of dataset 2. c Feature correlation heatmap triangle masked of dataset 3
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1672.481918. The  Number_vmail_messages registered the second highest score with 
534.664151. The Total_intl_calls  registered the lowest score at 11.667127 for all features.

Table  5  (c) shows the scores of all features after  applying the univariate method 
to dataset 3. We can see that the Seconds_of_Use registeredthe first highest score 
with 905672.543557. The  Custome_Value registered the second highest score with 
121432.369097. The Status has registered the lowest score at 96.397384for all features.

Class balancing and Standardization (STD) method: SMOTE-ENN was imported from 
imblearn-combine to implement class balancing; hence, we benefit from the SMOTE 
method, which is good at handling this minority class problem. However, because most 
of the class samples to be deleted are the result of deleting randomly selected data, this 
method can sometimes delete important data samples from the training dataset. To 

Table 5 Best 10 features selected by univariate feature selection

a

Features Score in numeric values

TotalCharges 476139.219272

Tenure 12349.737573

MonthlyCharges 2795.912582

Contract_Month‑to‑month 409.776537

Contract_Two year 386.138647

PaymentMethod_Electronic check 328.970764

OnlineSecurity_No 326.284059

TechSupport_No 313.220029

InternetService_Fiber optic 286.338882

OnlineBackup_No 222.579066

b

Features Score in numeric values

Total_day_minutes 1672.481918

Number_vmail_messages 534.664151

Total_eve_minutes 354.514460

Total_day_charge 284.314857

International_plan 174.881205

Customer_service_calls 132.535103

Total_eve_charge 30.131524

Voice_mail_plan 20.966810

Total_night_minutes 14.543284

Total_intl_calls 11.667127

c

Features Score in numeric values

Seconds_of_Use 905672.543557

Custome_Value 121432.369097

FN 109289.132188

Frequency_of_SMS 21236.222217

Frequency_of_use 11188.620137

FP 5217.723645

Distinct_Called_Numbers 2584.474298

Complains 687.022355

Charge_Amount 257.547347

Status 96.397384
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avoid this, the hybrid SMOTE-ENN is used. ENN works by removing the sample data 
whose class label value is different from most of the k values of its closest neighbor.

3) Splitting dataset

Splitting each of the three datasets into a training set and a testing set. The stratified 
cross validation used to train the models using the training set, and the result of the 
cross validation is registered. The models that are used to the testing set are evaluated, 
and the results of the testing set are registered.

4) Model training ensemble classifier

Following that, apply the ensemble-boosting algorithm XGBOOST. The boosting 
algorithm has a method to obtain feature importance, and when it was used, as in 

Fig. 6 a Importance of XGBOOST of the dataset 1. b Importance of XGBOOST of the dataset 2. c Importance 
of XGBOOST of the dataset 3
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Figs. 6a, b, and c. It was observed that feature correlation and feature importance by 
XGBOOST had the same scores for features.

As mentioned in Table 6, the best accuracy was 99.92% obtained in experiment (a) 
in  dataset 3. This result was extracted from the XGBOOST classification method 
using data that was resampled with SMOTE-ENN and only scaled with the STD 
Scaler.  It can be observed that in experiment  (a), datasets 1 and 2 roughly achieved 
the same accuracy ratios, but there was a slight difference in their f-scores. Mean-
while, the lowest level of accuracy resulted from the XGBOOST classifiers using STD 
Scaler, which was without the use of a resampling technique and was equal to 82% in 
experiment (b) dataset 1.

5) Evalutaing classification model

In the cross-validation result, the SMOTE-ENN with STD scalar in experiment (a) in 
dataset 3 has registered the highest performance (A = 99.92%, P = 99.87%, R = 100%, and 
F = 99.93%), while the lowest performance (A = 98%, P = 97%, R = 98%, and F = 98%) has 
been recorded in dataset 1. Experiment (b) STD scalar in dataset 3 has recorded the 
highest performance (A = 84%, P = 75%, R = 62%, and F = 68%), while the lowest perfor-
mance (A = 82%, P = 71%, R = 52%, and F = 59%) has been recorded in dataset 1.

Discussion and analysis

This section reports an analysis of two different experiments using three datasets using 
ROC and AUC curves. Compared with a review of the latest works, it empowered the 
proposed framework by listing the advantages and disadvantages of applied techniques. 
The ROC and AUC summarize the performance of a classifier over all thresholds [59]. 
The ROC curve is mostly used to measure a test’s ability as a criterion. As shown in 
Fig. 7, the area under the curve was calculated for the two experiments, and the results 
are represented in ratio values as represented in the following Table 7.

Table 6 Classification report with different preprocessing tasks

Experiment Dataset Technique Accuracy (A) Precision (P) Recall (R) F1-Score (f)

(a) (1) Dataset—IBM SMOTE‑ENN
 + STD Scaler

98% 97% 98% 98%

(2) Dataset—Orange 98.25% 98% 99% 99%

(3) Dataset—iran 99.92% 99.87% 100% 99.93%

(b) (1) Dataset—IBM STD Scaler 82% 71% 52% 59%

(2) Dataset—Orange 84% 74% 59% 66%

(3) Dataset—iran 84% 75% 62% 68%

Table 7 ROC and AUC for experiments

Experiment Dataset Technique ROC and AUC 

(a) (1) Dataset—IBM SMOTE‑ENN
 + STD Scaler

84%

(2) Dataset—Orange 92%

(3) Dataset—iran 99%

(b) (1) Dataset—IBM STD Scaler 83%

(2) Dataset—Orange 90%

(3) Dataset—iran 92%
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As shown in Tables  6 and 7, experiment (a) in dataset 3 achieved the highest accu-
racy of 99.92% and the highest AUC of 99%. In comparison, dataset 2 achieved the 
second-highest accuracy of 98.25% and the highest AUC of 92%. AUC of applying the 
hybrid framework respects the balanced data outperformed the second experiment 
which ignored the resampling. In experiment (b), dataset 1 achieved the lowest accuracy 
(82%) and AUCs of 0.83. This result agrees with the results presented in [54, 60] that 
XGBOOST achieved the highest accuracy. 

By tracking the execution time that the model uses, the performance of the model is 
determined. This will help us determine how long the run will take. In this study, the 
time library is used to measure performance. Table 8 and Fig. 8 contain the computing 
time for every experiment for every dataset.

Fig. 7 a ROC and AUC for experiments of dataset 1. b ROC and AUC for experiments of dataset 2. c ROC and 
AUC for experiments of dataset 3

Table 8 Elapsed time results of machine learning algorithms

Experiment Dataset Technique No of records Elapsed Time

(a) (1) Dataset—IBM SMOTE‑ENN
 + STD Scaler

7044 10.28

(2) Dataset—Orange 3334 8.73

(3) Dataset—iran 3151 7.09

(b) (1) Dataset—IBM STD Scaler 7044 9.10

(2) Dataset—Orange 3334 7.86

(3) Dataset—iran 3151 6.27
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Table 9 Review of models, data preparations, and accuracy using the same datasets by customer 
churn prediction

Author Dataset Algorithms Data preparation Accuracy %

[45] IBM Watson SVM
XGBOOST

‑MiniMax Scaler
‑Removing missing values
‑Remove customer IDs
‑Convert predictor variable 
to a binary numeric
‑convert categorical vari‑
ables into dummy

82%
83%

[61] IBM Watson XGBOOST ‑STD Scaler
‑ignore resampling
‑Feature engineering

79%
80%

[44] IBM Watson KNN
RF
XGB

‑did not manage missing 
values
‑convert data types into 
binary and numeric vari‑
ables
‑Univariate Feature selec‑
tion

75%
77%
79%

[62] IBM Watson Ensemble Random Forest ‑Label Encoder
‑randomizedSearchCV
‑Did not do resampling
‑focus on Feature Reduc‑
tion to achieve the same 
accuracy

79%

[63] IBM Watson DecisionTreeClassifier
RandomForestClassi‑
fier + GridSearchCV
KNeighborsClassifier
logistic Regression

‑remove CustID
‑deal with categorial data
‑use STD scaler
‑use SMOTE

81%
85%
77%
84%

[64] IBM Watson DecisionTreeClassifier ‑numeric transformer
‑categorical transformer
‑Simple Imputer by median
‑STD Scaler, ‑OneHotEn‑
coder

79%

[65] IBM Watson Hybrid Model (SOM + ANN) ‑feature selection,
‑data filtering,
‑data cleaning

79.5 3%

[66] IBM Watson Deep‑BP‑ANN missing values
Label Encoding
Normalization
Resampling the datasets
Feature selection
Exploratory Data Analysis 
(EDA)

88.12%

[67] IBM Watson XGBoost Explorative Data Analysis 
(EDA) p

82.20%

[68] Orange Telecom Churn Decision Tree
Random Forest
k‑nearest neighbor
Gaussian Naïve Bayes
Multinomial Naïve Bayes
Bernoulli Naïve Bayes
XGBoost
Artificial Neural Network

Exploratory Data Analysis 
(EDA)

93.40%
95.20%
88.30%
88.15%
63.71%
86.20%
95.65%
86.80%

[43] Orange Telecom Churn CCP with Genetic Algo‑
rithm

Feature selection 89.10%

[69] Orange Telecom Churn ‑Handling Missing Values
‑Imputation
‑Outlier Detection and 
Treatment

Stacking model 97.65%
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The hybrid framework and vital layers of this study, as compared to similar research 
works mentioned in Table 9, in which its power encompasses the integration of model-
ling techniques. A review of the latest works mentioned in this table reveals the in-depth 
reasons for the performance improvement achieved by the proposed method. It must be 
pointed out that our results in datasets 1, 2, and 3 achieved the highest accuracy. Com-
pared with the review of the latest works, our proposed hybrid framework outperformed 
these works.

Similarly, to the study in [71], Through our study and from the results obtained, 
we can notice some advantages to the XGBOOST model and hybrid resampling [72]. 
They summarized them according to the following:

XGBOOST classifier advantages.

• Higher accuracy
• It is extremely fast because of its parallel

computation capability. 

• highly efficient in balanced and imbalanced datasets. 
• It is versatile because it can be a regression, classification, or ranking. 
• Missing values are imputations, so there is no need for feature engineering.

10.28
8.73

7.09
9.1 7.86

6.27
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Balanced Data Imbalanced Data

ELAPSED TIME

Fig. 8 Computational time of classification methods

Table 9 (continued)

Author Dataset Algorithms Data preparation Accuracy %

[70] Iranian churn ‑Artificial neural networks 
based on error‑driven and 
self‑organizing learning 
approaches

Feature selection 98.30%

The study 
frame-
work

‑IBM Watson ‑Orange 
Telecom Churn ‑Iranian 
churn

‑XGBOOST Managed missing value
Deal with categorial data
STD scaler
Used SMOTE‑ENN

98%
98.25%
99.92%
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Hybrid resampling advantages: 

• adopt SMOTE to generate synthetic minority class examples and then use data 
cleaning techniques like the edited nearest neighbor rule (ENN) to detect and delete 
noisy examples.

The main objective of this study is to improve the classification performance of 
machine learning algorithms for the prediction of customer churn. A comparative 
study offers the utilization of two experiments before and after data balancing. A hybrid 
framework increases the accuracy by up to 99.92%. It improves the performance of the 
machine learning classifier and solves the class imbalance issue.

Conclusion
This study proposes a hybrid framework for customer churn prediction that addresses 
the key concepts for churn prediction accuracy. It presents a comparative analysis of two 
experiments with three datasets. The proposed framework introduces a solution over three 
layers: data, algorithm, and evaluation. In phase one, the data layer represents the data pre-
processing phase. It conducted two main tasks: data preparation and feature engineering. 
In phase two, the algorithm layer integrates two resampling techniques—SMOTE-ENN, a 
preprocessing step to reduce the negative effects caused by a class imbalance—and applied 
the XGBOOST classifier as an ensemble learning algorithm. In phase three, the evalua-
tion layer applies four classification evaluation methods: accuracy score, precision, recall, 
and F-score. They are used to validate the results, and the results of cross-validation and 
the testing data are registered. This study offeres results that outperformed the findings of 
previous works in this field with the same datasets mentioned above in Table 9. Hence, our 
proposed hybrid framework shows the highest performance and accuracy.
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