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Abstract 

Concerns about data privacy are omnipresent, given the increasing usage of digital 
applications and their underlying business model that includes selling user data. Loca-
tion data is particularly sensitive since they allow us to infer activity patterns and inter-
ests of users, e.g., by categorizing visited locations based on nearby points of interest 
(POI). On top of that, machine learning methods provide new powerful tools to inter-
pret big data. In light of these considerations, we raise the following question: What 
is the actual risk that realistic, machine learning based privacy attacks can obtain mean-
ingful semantic information from raw location data, subject to inaccuracies in the data? 
In response, we present a systematic analysis of two attack scenarios, namely location 
categorization and user profiling. Experiments on the Foursquare dataset and tracking 
data demonstrate the potential for abuse of high-quality spatial information, leading 
to a significant privacy loss even with location inaccuracy of up to 200 m. With location 
obfuscation of more than 1 km, spatial information hardly adds any value, but a high 
privacy risk solely from temporal information remains. The availability of public context 
data such as POIs plays a key role in inference based on spatial information. Our find-
ings point out the risks of ever-growing databases of tracking data and spatial context 
data, which policymakers should consider for privacy regulations, and which could 
guide individuals in their personal location protection measures.

Keywords:  Location privacy, Place labelling, Semantic privacy, Human mobility

Introduction
In the age of big data, an unprecedented amount of information about individuals is 
publicly available. Not only the information from social media profiles can be exploited 
to gain rich insights into the private life of individuals, but also data that is collected by 
applications on-the-fly. Collecting and selling such data has become a business model 
of commercial consumer data brokers  [76], who distribute individual data of users, 
oftentimes without their awareness [15]. A particularly popular source is location data, 
as the whereabouts of people allow rich insights into their daily activities [5, 22, 38, 63], 
for example, for the purpose of profiling. Even though awareness for (location) privacy 
has increased in recent years [2], this is oftentimes not reflected in user behavior, which 
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has been termed the “privacy paradox” [7, 68]. Only gradually, companies are reacting 
to imposed privacy regulations and the efforts of privacy advocates’ groups  [29]. For 
example, AppleTM is giving back control over data sharing decisions in the iPhoneTM, 
including location data,1 and StravaTM offers to restrict track-visibility in their app for 
recording physical activities.2

The simplest way to protect location data is a form of masking or obfuscation of the 
exact geographic coordinates [47]; i.e., deliberately reducing the data quality [21]. While 
hiding the exact location may provide some anonymity, the risk of unwanted semantic 
inference from the raw location data remains. Consider the following scenario: a data 
broker obtains location data from a user (e.g., sold from a smartphone app), with the 
goal to enrich the data and sell it to other companies. For enrichment, he combines the 
track points with spatial context data such as public points of interests. For instance, if 
a user is detected in a busy city district at night, it is very likely that the user is in a bar 
or club. If the data broker processes location data collected over a longer time period 
in this fashion, intimate information about the user’s hobbies and interests is unveiled. 
These user profiles can be sold for targeted advertising, or could even be misused by 
insurance companies or for influencing elections.3 Following Tu et al. [83], we term this 
type of unwanted inference “semantic privacy attack”, in contrast to previous work on 
location privacy that was mainly concerned with user re-identification attacks  [18, 48, 
53, 54, 73].

Here, we aim to quantify the risk of an adversary to derive meaningful user profiles 
from the raw location data of a single user. We argue that a smart attacker would tackle 
this problem by utilizing spatial and temporal information for categorizing the locations 
that a user has visited, drawing from methods developed in reverse geocoding  [1, 12, 
24, 46, 51, 67], activity categorization [17, 25, 62, 66, 75, 85] and place labeling [19, 42, 
91, 97] research. For example, if the location data indicates a two-hour stay in a place 
with many bars nearby, the attacker may derive that the activity falls into the category 
“Nightlife”. In a second step, the attacker could aggregate the (predicted) categories of all 
locations that a user visited into a location-based user profile. For example, the profile is 
60% “Dining”, 30% “Retail”, and 10% “Nightlife”. In short, we consider the following two 
semantic attack scenarios:

Task 1: Given a location visit defined by geographic coordinates and a visitation time, 
the attacker aims to assign the place to the correct category.
Task 2: Given the location visitation pattern of a user, the attacker aims to derive a 
user profile, defined as the visitation frequencies to each of the location categories.

To the best of our knowledge, this type of location-based user profiling has not been 
regarded as a privacy attack, and similar definitions for user profiles are mainly found 
in literature on recommender systems [86, 93]. Note that if these tasks are feasible, the 
attacker would not only know about activity frequencies but also about when and where 
each type of activity is preferably carried out. The input data of the attacker is assumed 

1  https://​suppo​rt.​apple.​com/​guide/​iphone/​contr​ol-​the-​locat​ion-​infor​mation-​you-​share-​iph3d​d5f9be/​ios.
2  https://​suppo​rt.​strava.​com/​hc/​en-​us/​artic​les/​11500​01733​84-​Edit-​Map-​Visib​ility.
3  See Appendix for further specific scenarios.

https://support.apple.com/guide/iphone/control-the-location-information-you-share-iph3dd5f9be/ios
https://support.strava.com/hc/en-us/articles/115000173384-Edit-Map-Visibility
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to consist only of geographic coordinates and timestamps. Such data could stem from 
GNSS tracking data, from Call-Detail-Records [94], or other forms of movement data.

According to Keßler and McKenzie [44],  “an individual’s level of geoprivacy cannot 
be reliably assessed because it is impossible to know what auxiliary information a third 
party may have access to.” (p. 11). However, one can attempt to quantify the level of 
privacy by simulating realistic scenarios and measuring the accuracy of the attacker [77, 
78]. By realistic, we mean that an attacker tries to enrich the raw data with as much 
information as possible and employs sophisticated algorithms to analyze patterns in 
such information. We believe that there is a lack of work analyzing (1) which spatial 
and temporal information may be exploited, (2) how the data quality, as well as the 
level of intended inaccuracy due to location protection measures, affects an attacker’s 
accuracy, and (3) what is the relation to the density and quality of spatial context data, 
e.g., public POIs. We, therefore, evaluate the effectiveness of machine learning based 
semantic privacy attacks in different scenarios with respect to the information available 
to the attacker and, similar to  [27], varying the data accuracy by means of random 
perturbations of the location.

Related work
Reverse geocoding and activity categorization

Many studies utilize a well-known dataset of location check-ins from the Location-based 
Social Network (LBSN) Foursquare, which is very suitable due to its size, its detailed POI 
categorization taxonomy, and the availability of user-wise check-in data. The POIs and 
visitation patterns were analyzed for recommender system applications [92], for deriving 
interpretable latent representations of venues [3] or to infer urban land-use via clustering 
of POI data [26]. Yang et al. [89] train models on the Foursquare dataset to infer spatio-
temporal activity preferences of users for the purpose of place recommendation. In 
this work, we take a machine learning viewpoint and regard the Foursquare data as a 
labeled dataset that is suitable to model the real-life scenario where an attacker aims to 
categorize the locations of an unseen user.

However, it was shown that not only spatial but also temporal information about 
location visits could be exploited to infer location categories [56]. This has been reported 
implicitly in other work, for example, Do and Gatica-Perez [19] regard the problem of 
automatic place labeling into 10 categories, leveraging visitation patterns, e.g., temporal 
features (start and end time or duration) and visitation frequency from smartphone 
data. McKenzie et  al. [59] and McKenzie and Zhang [57] connect this observation to 
geoprivacy research by showing that temporal information or texts from social media 
posts can be exploited for inference about user locations by matching their semantic 
signatures [41, 58]. While our study is on location categorization and user profiling, in 
contrast to user localization, their study inspired us to include temporal features in the 
attack scenario and to contrast their effect on the attacker’s success to the one due to 
spatial information.

Furthermore, work on user profiling from location data (our second attack task) can 
mainly be found in the literature on recommender systems, which is surveyed in [6]. The 
POI embedding of users can be viewed as their location profile, for example, with graph-
based embeddings [86]. Ying et al. [93] compare users by their “semantic trajectory”, defined 
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as the categories of sequentially visited places. We follow their approach but disregard the 
order of places.

Location privacy research

Privacy risks and potential privacy preservation techniques were studied extensively in 
the past years [70], including the risks from machine learning [50]. In location privacy 
research, it was found that a few track points are sufficient to uniquely identify users [18, 
30, 73], that it is possible to track people just by the speed and starting location [28] or 
by accelerometer readings [36], and that even topological representations of movement 
data without coordinates can be exploited to match users  [53, 54]. A common aim of 
many works is to maintain the performance of a location-based service while providing 
privacy guarantees; i.e., to optimize the privacy-utility trade-off [9, 80]. Various 
frameworks for protecting sensitive location data were proposed [10, 21, 43, 60, 61, 74], 
oftentimes based on k-anonymity [33, 35, 81] or ǫ-differential privacy [4, 14, 20, 23, 37, 
40]. For an overview of possible privacy attacks on location data and protection methods 
we refer to the reviews by Kounadi et al. [47] and Wernke et al. [84].

This work instead analyzes privacy attacks that aim to reveal personal information, 
i.e., interests and behavioural patterns. Related work in this direction, for example, 
investigates to what extent demographics (e.g., age or gender) and visited POIs can be 
derived from location traces  [49]. Crandall et  al. [16] and Olteanu et  al. [64] analyze 
co-location events and the risk to infer social ties. Tu et  al. [83] recently termed the 
inference of private semantic information from movement trajectories as a “semantic” 
privacy attack, and they specifically regard contextual POI data as semantics. We 
build up on their definition and consider attacks that aim to infer POI categories. Tu 
et  al. [83] propose l-diversity and t-closeness measures to protect trajectories from 
semantic inference. However, these approaches rely on trusted third-party (TTP) 
services that mask the data of multiple users and update their data iteratively in online 
applications  [45, 65]. Omitting the dependence on a TTP is possible, for example, 
with simple location obfuscation methods, i.e., adding random noise to coordinates 
or methodologically translating geographic coordinates in space  [4, 21]. Zhang et  al. 
[96] and Götz et  al. [31] further propose context-aware masking techniques that 
are applicable to new users, and Qiu et  al. [69] propose a framework for obfuscating 
trajectory semantics. Here, we do not aim to compare location protection methods, but 
to quantify the risks of realistic semantic privacy attacks without access to a TTP service. 
Thus, we utilize location obfuscation mainly as a tool for modelling reduced data quality 
in real-world scenarios. As proposed by Shokri [77], we evaluate the attacker’s accuracy 
to quantify privacy loss.

Experimental design
We take a machine learning viewpoint and assume that the attacker aims to learn 
a mapping from visited locations to categories. The available data are a time series of 
location visits of a new user u. We group the raw data by location in order to gather 
temporal information about the visitation patterns to one location. The dataset Du for 
one user u can be formalized as
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where Lu is the set of all locations visited by the user u, lui  is one location in Lu , and 
tj(l

u
i ) is the time of the j-th visit of user u to location lui  . For simplicity, we abbreviate 

the ordered list of visit times as Tu(l
u
i ) . Furthermore, we assume there exists an 

unambiguous mapping c : L −→ C from each location to a category from a predefined 
location-category set C. For example, C = { Dining, Sports, Shopping} and the categories 
for user u are c(lu1 ) = Shopping , c(lu2 ) = Dining , etc.

The attacker aims to learn a model ĉ that approximates the true mapping c. The 
most straightforward approach for ĉ is a spatial nearest neighbor join with a public 
POI dataset; i.e., if the spatially closest POI is a restaurant, then ĉ(lui ) = Dining . More 
sophisticated methods could pool the spatial and temporal information and frame 
ĉ as a machine learning model. Here, we simulate the latter via the XGBoost (XGB) 
algorithm  [13]. XGB is a tree-based boosting method that was repeatedly shown to 
outperform Neural Networks on tabular data [32] and is known to perform particularly 
well in classification tasks with unbalanced data, as it is the case here. We also chose 
XGB for its interpretability and since it was empirically superior to a multi-layer 
perceptron approach in our tests (see section “Machine learning model”).

Together, we consider the following attack scenarios:

•	 Spatial join: For each user-location lui  , the category of the public POI that is closest to 
its geographic location (x(lui ), y(l

u
i )) is assigned.

•	 XGB temporal: The attacker employs a learning approach, namely XGBoost, based 
on temporal information derived from Tu(l

u
i ) (see section “Temporal features”).

•	 XGB spatial: The attacker trains a model on spatial context features (see  section 
“Spatial features”). No temporal visit information is considered, only coordinates and 
publicly available POI data.

•	 XGB spatiotemporal: The model is trained on all available features, i.e., features 
derived from (x(lui ), y(l

u
i )) and Tu(l

u
i ) as well as available POI data.

In addition, we report the results for an uninformed attacker, where the predictions 
are drawn randomly from a categorical distribution, with the class probabilities 
corresponding to the class frequency in the training data.

In our experimental setup, we take an ML perspective and simulate the attack on new 
users via a train-test data split. Evaluating the accuracy of this attack requires a labeled 
dataset D of user-location pairs lui  ; i.e., the location category c(lui ) must be known. GNSS 
tracking datasets usually do not provide detailed and reliably place labels. Instead, we 
found a public dataset from the location-based social network Foursquare most suit-
able for this experiments since location visits are given as check-ins to places of known 
categories. The dataset was already used for related tasks  [3, 26, 89, 92], but without 
regarding privacy aspects. The places are categorized into 12 distinct classes according 
to the Foursquare place taxonomy (see Fig. 3 for the list of categories and section “Data 
and preprocessing” for details). Additionally, we also use the Foursquare places as pub-
lic POI data that may be exploited by the attacker as auxiliary spatial context data. Fig-
ure 1 provides a visual overview of the experimental setup. The input data (geographic 

(1)Du =
{(

lui ,
[

t1(l
u
i ), t2(l

u
i ), . . .

])

| lui ∈ Lu
}

=
{(

lui ,Tu(l
u
i )
)

| lui ∈ Lu
}
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coordinates and time points) are enriched with spatial and temporal features. Before 
computing spatial features, the location is obfuscated within a varying radius r to sim-
ulate GNSS inaccuracies and possible privacy protection measures (see section “Loca-
tion masking”). Then, the data is split into train and test sets, either by user or spatially, 
to simulate transfer to new users or even to other geographic regions. All results are 
reported on the combination of all test sets from tenfold cross validation (see  sec-
tion “Data split”).

Results
Effect of location obfuscation on place labeling accuracy

The results for task 1 (location categorization) are evaluated in terms of accuracy, i.e., the 
number of correctly categorized places divided by the total number of samples, across all 
users and all locations (90,790 samples in NYC and 211,834 in Tokyo):

Figure 2 shows the classification accuracy of the attack scenarios by the obfuscation 
radius. Note that r = 0 is an unrealistic scenario, since the check-in data and the public 
POI context data are both from the Foursquare dataset and are based on the exact same 
set of geographic coordinates. Thus, a simple spatial nearest neighbor join of the check-
in location with public POIs achieves 100% accuracy if no obfuscation is applied. Deriv-
ing a user’s location from tracking data would obviously hardly yield the exact same 
point coordinates as a public POI. We, therefore, consider more realistic scenarios with 

(2)Acc(ĉ, c) =

∑

lui ∈D
1
[

ĉ(lui ) = c(lui )
]

|D|

Fig. 1  Overview of the experimental setup. The samples are spatiotemporal data about location visitation 
patterns. We simulate reduced data quality and potential protection measures by obfuscating the geographic 
coordinates (a). The samples are then featurized into vectors encoding temporal visitation patterns and 
spatial context (b). We simulate a privacy attack on new users by a train-test split (c) and train an XGB 
model to predict the location category (d). The accuracy is evaluated on the test data (e)
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weak obfuscation, and, additionally, protective scenarios with strongly obfuscated coor-
dinates. Figure 2 shows that the accuracy decreases rapidly with the obfuscation radius, 
but even when the attacker uses only temporal information, the accuracy is 39.1% for 
Tokyo and 29.7% for NYC, which is significantly better than random (grey line). On 
top of that, spatial context information can benefit the attack even when the location is 
obfuscated within a radius of 1 km. This is remarkable and demonstrates the danger of 
powerful privacy attacks that make use of public POI data. In the appendix, we relate 
these findings to the spatial autocorrelation of place types (Fig. 17) and we demonstrate 
that the results of NYC and Tokyo are surprisingly similar (see Appendix Fig. 12). Fur-
thermore, the categorization accuracy depends on the place type; i.e., some categories 
are harder to detect than others. Figure 3 presents the confusion matrix for the attack 
scenario at 100 m obfuscation. The error is more evenly distributed over categories than 
expected, although “Dining” and “Retail” are predicted disproportionally often (see 
Appendix Fig. 11).

Figure 2 additionally compares a user split to a spatial split to analyze generalization 
across space (see section  “Data split”). Note that a user split is expected to be strictly 
better than the spatial split because the input data does not include user-identifying 
information such as age or gender, rendering the generalization to new users as easy 
as to any new samples. Surprisingly, the spatial cross-validation split only has a minor 
effect on the attacker’s accuracy (decrease of ∼ 5%). We conclude that the attacker’s 
training data set is not required to cover the exact same region for the privacy attack to 
be successful.

Fig. 2  Effect of location obfuscation radius on the attacker’s performance in categorizing locations. Spatial 
information are valuable for an ML algorithm even with up to 1 km of obfuscation
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User profiling error for probabilistic and frequency‑based profiling

While the ability of a potential attacker to categorize visited locations is concerning, we 
argue that the main risk is user profiling based on the predicted categories. It is unclear 
to what extent the high categorization accuracy on a location level transfers to a high 
profiling accuracy on a user level. Here, we define a user profile as the frequency of 
different types of locations in the user’s mobility patterns. Our definition corresponds 
to the term-frequency in the TF-IDF statistic,4 which measures the frequency of a 
word in a specific document in relation to the overall occurrence of the term (in the 
corpus). Here, the “words” are place categories and a “document” is the location trace 
of one user. We provide examples for such TF-based user profiles in Fig. 4b (“Ground 
truth”). In the following, we define p(u) as the profile of user u, and pc(u) as the 
entry of the vector corresponding to the frequency of category c ∈ C . For example, 
the ground truth profile of User 1 in Fig.  4b corresponds to [0.25,  0.5,  0.25], since 
pDining(User 1) = 0.25, pRetail(User 1) = 0.5, pNightlife(User 1) = 0.25 . In this study, we 
aim to quantify how accurately the adversary could predict p(u). The evaluation of user 
profiling performance boils down to comparing the difference between two categorical 
distributions, namely the distributions of the real profile p(u) versus the predicted 
category frequencies p̂(u):

(3)Ep̂(u),p(u) =

√

∑

c∈C

(

p̂c(u)− pc(u)
)2

Fig. 3  Normalized confusion matrix of predictions in NYC with Foursquare data and location prediction with 
an obfuscation radius of 100 m. The accuracy is rather balanced across categories; however, many activities 
are erroneously classified as “Dining”

4  The inverse term frequency (IDF) would correspond to a weighting of the user’s category-frequency by the overall fre-
quency of this category in the data, giving higher weights to rare categories. Since the weights are the same for all users, 
IDF does not help to distinguish users, neither intuitively nor empirically. We therefore only characterize users by the 
easily interpretable TF term.
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The attacker can estimate the profile p̂(u) simply by counting the predicted place 
categories. For example, in Fig. 4 the “Retail” category is predicted one out of four times 
for user 2 and therefore takes a value of 0.25 in the profile (see orange arrow). However, 
many ML-based classification models actually predict a “probability”5 for each category, 

Fig. 4  User profiling from location labelling. a The true location category is compared to the category 
with the highest predicted probability. The place labelling accuracy is computed as the ratio of  categories 
where the prediction matches the ground truth. b The predicted labels for individual location visits can 
be aggregated per user to yield an estimated user profile; reflecting behaviour and interests. The visits are 
aggregated either by their frequency per category (orange) or by their average predicted probability (blue). 
The profiling error expresses the difference between the predicted profile and the true profile

5  The probability distribution over categories is usually derived from the predicted values with a softmax function or by 
averaging hard predictions of base estimators and is, therefore, by no means the actual posterior distribution. While the 
provided uncertainties are oftentimes poorly calibrated  [34], they nevertheless add information to the final predicted 
label.
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as shown in Fig. 4a. The XGBoost model, for example, outputs the prediction frequency of 
each category among its base learners (decision trees). Probabilistic predictions provoke 
a second way to estimate p̂(u) , namely by averaging the predicted probabilities per 
category (see blue arrow in Fig. 4). In the following, we term the first option (computing 
the frequency of predicted categories, orange) as “hard” profiling and the second option 
(averaging category-wise probabilities, blue) as “soft” user profiling. As shown in the 
toy example in Fig. 4, soft profiling can increase or decrease the error compared to hard 
profiling (e.g., decrease from 0.354 to 0.219 for user 1, but increase from 0 to 0.071 for user 
2).

In Fig. 5, we empirically compare both strategies on our dataset in terms of the error E 
defined above. Only the error for the strongest attack scenario (XGB spatio-temporal) is 
shown, averaged over cities (NYC and Tokyo). The profiling error is significantly lower 
for the soft profiling strategy that is based on probabilistic predictions. In particular, 
the error of “hard” profiling increases proportionally with a doubling of the obfuscation 
radius, while the error of soft-labeling increases sub-linearly (see Fig. 5). This result is 
consistent for all considered scenarios. It demonstrates that well-calibrated probabilistic 
prediction methods are more dangerous in terms of user profiling than point predictors, 
even if the latter may achieve a higher place classification accuracy.

All further results are reported for the soft predictions in order to simulate the 
strongest attack.

User reidentification accuracy based on the estimated profiles

Judging from the error alone it is difficult to interpret how much the user profile actually 
reveals. Such interpretation depends on the variance of the user profiles: For example, 
if all users have the same profile, the prediction error may be very low, but there is no 
value in profiling. As a more interpretable metric, we follow previous privacy research 

Fig. 5  Comparison of user-profiling errors achieved from averaging “hard” predictions or “soft” prediction 
probabilities for each category. Probabilistic classifications improve the spatial attack, in particular for 
lower-quality location data
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and analyze the possibility of re-identifying users by their predicted profile. Given the 
pool of ground-truth user profiles (Fig.  4b green), we match the predicted profiles by 
finding their nearest neighbors in the pool based on the Euclidean distance of their 
profile vectors. We report the results in terms of top-5 re-identification accuracy, also 
called hit@5.

In Fig. 6, the re-identification accuracy is shown by the attack scenario. A correspond-
ing plot of the profiling error is given in the appendix (Fig. 14). Although the accuracy 
decreases quickly with stronger obfuscation, it is still larger than 10% even with an 
obfuscation radius of 1.2 km. The average uninformed (random) identification accuracy 
is 0.6% on average, with 1083 users in NYC and 2293 users in Tokyo. To compare the 
decay of the user profiling performance to the decay in place categorization accuracy 
(Fig. 2), we fit an exponential function of the form f (x) = a+ c · e−x·� to both results. 
The place categorization accuracy decays with a = 0.3439,β = 0.0097, c = 0.6216 , 
indicating that the accuracy decreases with a rate of e−0.0097 = 0.9903 but con-
verges to around 0.3439. The function fit for the user identification accuracy yields 
a = 0.0625,β = 0.0121, c = 0.9518 . In other words, with every 50 ms added to the loca-
tion obfuscation radius, the user re-identification accuracy is reduced by a factor of 
0.5488 ( = e−0.0121∗50 ). At an obfuscation radius of r = 57.43 , the accuracy has approxi-
mately halved. This firstly demonstrates that place categorization does not directly trans-
late into user profiling, as the profiling accuracy decays faster than the categorization 
accuracy, and secondly gives guidance for selecting a suitable masking radius.

Induced privacy loss of ML‑based privacy attacks

Finally, we transform the re-identification accuracy into a privacy loss metric following 
[53]. They define the privacy loss PL for one user u ∈ U  as

Fig. 6  User-profiling performance of different semantic attacks, in terms of the top-5 accuracy of 
re-identifying users by their profile. With an obfuscation radius of around 400 m, the user profiling accuracy 
converges to zero
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where Puniformed is the probability of an uninformed adversary to match u to the true 
user u∗ , corresponding to a random pick from all users U, so Puninformed = 1

|U |
 . The 

probability of an informed adversary, on the other hand, is the probability to match 
the user to the correct profile by utilizing sensitive user data including geographic 
coordinates and visitation times. We assume that given a pool of users U, the attacker 
would match u to a user ui ∈ U  from the pool with a probability proportional to the 
similarity of their profiles:

where we define the similarity as the inverse distance of the user profile vectors 
sim(u,ui) =

(

Ep̂(u),p(ui)
)−1 . Note that Manousakas et al. [53] use a rank-based measure 

of similarity, which however seems unintuitive given that we know the exact distance 
between each pair of user-profiles and not only their respective rank.

The median privacy loss is 11 if the adversary is given spatio-temporal information 
where the locations are obfuscated by 100  m (see Appendix Table 1). In other words, 
the adversary is still 11 times better at re-identifying a user by his profile than with a 
random strategy. Moreover, the adversary with spatio-temporal data is 9.9 times better 
than an adversary that uses only temporal information, even though the spatial data are 
obfuscated up to 100 m. At higher location obfuscation, the privacy loss converges. The 
strongest attack only yields a median privacy loss of 3.74 at 200 ms obfuscation radius 
and 2.13 at 400 m. However, the privacy loss strongly varies across users. Figure 7 shows 
the cumulative distribution of users. If the locations are obfuscated by 100 m, around 
80% of the users have a privacy loss lower than 250; however, the distribution is heavy-
tailed with a considerable number of users that are still easy to identify. Nevertheless, 

(4)PL(u) =
Pattack(u = u∗ | Du)

Puniformed(u = u∗)

(5)Pattack(u = ui|D) ∝ softmax(sim(u,ui)) =
esim(u,ui)

∑|U |
j=1 e

sim(u,uj)

Fig. 7  Cumulative distribution of the privacy loss per user caused by the strongest attack scenario
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we conclude that obfuscating the location with a radius between 100 and 200 ms would 
significantly reduce the risk of successful profiling attacks for a large majority of users.

Features that affect the predictability of place categories

One advantage of boosted-tree based machine learning methods such as XGBoost is 
that decision trees are interpretable. While the individual decision boundaries are not 
transparent in large ensembles of trees, one can still compute the importance of indi-
vidual features in terms of their mean decrease of data impurity. The respective impor-
tance of the spatial and temporal features included in our study are shown in Fig. 8. The 
most important spatial features are the number of POIs per category among the k near-
est POIs. The spatial embedding features derived with the space2vec (embed 0–embed 
16) method apparently do not add much information. The time of the day, expressed in 
sinus and cosinus of the hour and binary variables for morning, afternoon and evening, 
also play a significant role, highlighting the relevance of temporal information.

Dependency on POI data quality

To simulate incomplete POI data, we subsample 75% or 50% randomly from the Four-
square POIs. Furthermore, the performance with POI data from OSM instead of Four-
square is evaluated. In this experiment, only the predictions of the strongest attack (XGB 
spatio-temporal) on NYC check-in data are evaluated. Figure 9 depicts the results, where 
“Foursquare (all)” corresponds to the results in Fig. 2. The removal of Foursquare POIs 
has surprisingly little effect on the user identification accuracy. Even with 50% of the 
POIs, 84.8% of the check-ins can be classified correctly (see Appendix Fig. 13), translat-
ing to a top-5 identification accuracy of 94%. This is due to the spatial autocorrelation 
between places of certain categories (see Appendix Fig. 17).

Fig. 8  Feature importances in the XGBoost classifier. The occurence of different categories and their mean 
distance are the most important features for place categorization
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Meanwhile, it is much harder to classify the category of Foursquare check-ins with 
OSM POIs. We hypothesize that this is due to substantial differences between OSM 
and Foursquare POI data. Previous work [95] tried to match cafes in the OSM dataset 
to cafes in the Foursquare set and find that only around 35% can be matched exactly 
(Levenshtein distance of labels = 1), with a spatial accuracy of around 30–40  m. In 
addition to these location differences, in our case there are also differences in the place 
categories, which we partly had to assign manually to the OSM POIs (see “Data and 
preprocessing”). Nevertheless, the low performance with OSM data unveils important 
difficulties for an attacker to utilize inaccurate, incomplete and dissenting datasets of 
POIs.

Fig. 9  Dependency of the attacker’s success on the POI quality. The strongest attack scenario based on 
spatio-temporal data is shown. While the completeness of POI data has a disproportionally low impact on 
user profiling, using OSM data decreases the attacker’s success

Fig. 10  Place categorization accuracy by POI density (number of POIs within 500 m). Visited places in very 
dense areas are harder to classify
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Influence of the POI density

Furthermore, the difficulty level of the attack depends on the density of spatial context 
data, since it is easier to match a location to a nearby POI if the number of nearby POIs 
is low. We quantify this relation by computing the number of surrounding POIs within 
200 m for all considered places in NYC and Tokyo. In Fig. 10, the place labelling accu-
racy is shown by POI density groups. Places in dense areas; i.e., with many surround-
ing POIs, are harder to classify. For example, when the obfuscation radius is 100 m, the 
mean number of POIs within 200 m around the (non-obfuscated) location is 58 for cor-
rectly predicted samples, but 85 for erroneously classified samples. However, the vari-
ance between the curves shown in Fig. 10 is lower than expected. Only points with less 
than ten nearby POIs are significantly easier to match.

The dependence of the predictability on the POI density calls for a context-aware 
protection scheme [4, 96]. We implement such scheme by setting the obfuscation radius 
r for a specific location such that at least m public POIs lie within the radius. For the 
sake of comparability, we tune m to a value that leads to an average obfuscation radius of 
200 m (m = 16) . In other words, when obfuscating each location l within a context-aware 
radius r(l) that covers exactly 16 public POIs, then 1

|D|

∑

l∈D r(l) ≈ 200 . As desired, this 
masking scheme destroys the relation between POI density and accuracy. However, 
our experiments show that the average accuracy increases compared to the accuracy 
reported for location-independent masking in Fig.  2 (accuracy of 0.52 compared to 
0.49 for the experiment on NYC-Foursquare data with XGB spatio-temporal). This also 
holds at a user-level, where the user-profiling performance is higher with context-aware 
location obfuscation (0.27 vs. 0.23). It seems that the weak obfuscation of locations 
in high-density regions has a greater effect than the strong obfuscation of isolated 
places. We conclude that simple context-aware obfuscation based on POI density is 
not sufficient to reduce privacy risks, at least not at the same average obfuscation level. 
While the evaluation of protection methods is out of the scope of this work, further 
work is needed to understand their effectiveness against undesired user-profiling.

Discussion
We have quantified the risks of undesired user profiling in different attack scenarios, 
varying (1) the information available to the attacker, (2) the location data quality in terms 
of obfuscation radius, and (3) the POI data quality. We comment on each aspect in the 
following.

First, our experiments reveal that machine learning methods can efficiently exploit 
spatial context data, even with low data quality or incomplete data. We further 
confirm previous findings by McKenzie and Janowicz [56] that even only temporal 
information about location visits poses a significant privacy risk. This risk may be 
further increased, for example, if also the opening times of surrounding POIs are used 
as input features [88]. In general, more powerful ML methods may increase privacy risks 
beyond our results. A particularly interesting finding is the superiority of probabilistic 
predictions for deriving user profiles. In other words, a potential attacker can estimate 
the importance of different place types in a user’s life without knowing the category for 
each individual place exactly.
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Furthermore, we took a user-centric viewpoint and derived location protection rec-
ommendations. The exponential decay of user identification accuracy demonstrates the 
high effectiveness of simple protective measures, and the results suggest that the pri-
vacy risks become negligible when the location is obfuscated with a radius of around 
200  m. While such inaccuracy may be intolerable in navigation apps, it yields a good 
trade-off in other applications such as social media, where the approximate location is 
still interesting to friends but not yet informative for profiling attacks. It is worth noting 
that our findings only testify an exponential decay in the quality of user activity profiles, 
whereas other privacy risks such as user re-identification based on a set of visited points 
or areas [18] may remain.

However, further experiments on other datasets are necessary to validate the results. 
Our analysis is based on an experimental setting where each visited location can for 
sure be matched to a public POI. An attack that aims to classify user activities that are 
not related to public POIs is, therefore, expected to be more difficult (e.g., detecting a 
visit to a friend’s place). In the appendix (Fig. 15), we provide a study on a GNSS-based 
tracking dataset where stay points are labeled with a few broad activity categories, but 
it would be highly interesting to reproduce our results on a GNSS dataset with more 
detailed place categories. However, datasets that are large and labeled at the same time 
are rare [11]. Finally, we see a strong dependency of the attacker’s success on the density 
and completeness of spatial context data. Thus, future privacy protection algorithms 
should not only regard past studies on protection efficiency, but also improvements 
in public databases. We hope to inspire future research on the risks and, importantly, 
on suitable protection methods against such novel semantic privacy attacks. Further 
analysis may, for example, investigate which users are particularly easy or hard to profile. 
The classification of users into a predefined set of profiles or a cluster of profiles could 
provide further insights into the actual dangers of unwanted behavior analysis. Finally, 
it may be an interesting endeavor to develop location protection techniques that 
specifically target the weaknesses of machine learning models, similar to adversarial 
attacks [39].

Conclusion
Semantic privacy deserves more attention in geoprivacy research, considering the 
business case of data brokers and the interest of companies in semantic information 
in contrast to raw data. Our analysis is a first step towards a better understanding of 
the actual risk for a user to reveal sensitive behavioral data when sharing location data 
with applications. Spatial and temporal patterns in location data lead to a significant 
opportunity for user profiling, even if the coordinates are not accurate. However, this 
effect diminishes with stronger location protection. Our analysis, therefore, enables 
users and policy-makers to derive recommendations on a suitable protection strength.

Methods
In the following, our methods are described in detail. Our implementation is available 
open-source at https://​github.​com/​mie-​lab/​trip_​purpo​se_​priva​cy.

https://github.com/mie-lab/trip_purpose_privacy
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Data and preprocessing

Check‑in data from Foursquare

Our study mainly uses data from the location-based social network Foursquare. In 
contrast to tracking datasets or data from other social networks (e.g., tweets), the 
Foursquare dataset offers labeled and geo-located place visitation data. Specifically, 
users check-in at venues, e.g., a restaurant, and the geographic location of the venue as 
well as a detailed semantic label, e.g., “Mexican restaurant”, are known. Similar to other 
studies [89, 90], we use the Foursquare subset of New York City and Tokyo in order to 
simplify location processing and to study the variability of the results over two different 
cities. The data was collected by Yang et al. [89] from 12 April 2012 to 16 February 2013 
and was downloaded from their website.6 Note that Foursquare has changed over the 
years, and the data thus differs from today’s usage of this LBSN. This is not an issue for 
our study, as the underlying location visitation patterns are expected to remain similar.

As a first step, we clean the category labels of place check-ins of users. We focus on 
leisure activities and do not consider home and work check-ins for several reasons: (1) 
Home and work location can be inferred by temporal features such as the time of the 
day and visit duration. Spatial POI data are not necessary. (2) Identifying home and 
work is possible with simple heuristics, e.g., assigning the most often visited location 
as home and the second-most-frequently visited location as work. We believe that 
previous attempts on this task mainly suffer from insufficient data quality and the lack 
of reference data, and not the difficulty of the task itself. (3) Many Foursquare users in 
the dataset do not check-in at home or work since the social network was mainly used to 
share leisure activities, at least in 2012 when the data was gathered and before changes 
where made to their (check-in) app.

In total, the Foursquare POIs in NYC and Tokyo are labeled with 1146 distinct 
categories. A taxonomy is provided with 11 groups on the highest level, such as Dining 
and Drinking or Arts and Entertainment. We use this categorization as the ground-truth 
location categories, but make a few changes in order to sufficiently distinguish common 
types of leisure activities that are relevant for user profiling. Specifically, we divide the 
category Dining and Drinking into categories Dining (all kinds of restaurants), Nightlife 
(bars), and Coffee and Dessert, based on the label given on lower levels of the taxonomy. 
Furthermore, the category Community and Government is split into the categories 
Education and Spiritual Centers. Other subcategories that can not be fitted into these 
two, e.g. “government building” or “veteran club”, are omitted. Finally, there are around 
100 labels in the NYC-Tokyo Foursquare dataset from 2012 that do not appear in the 
(up-to-date) Foursquare POI taxonomy. We manually assign these labels to categories. 
The final distribution of the labels in NYC check-ins is shown in Appendix Fig. 16a. For 
comparison, we additionally experiment with a coarser category set with only six place 
types. Figure 18 in the appendix demonstrates that the place labelling accuracy increases 
due to this simplification, but at the cost of less informative user profiles.

Furthermore, the check-in dataset is cleaned by merging subsequent check-ins of the 
same user at the same location. A check-in event is deleted if it occurs within 1 h of the 

6  https://​sites.​google.​com/​site/​yangd​ingqi/​home/​fours​quare-​datas​et?​pli=1.

https://sites.google.com/site/yangdingqi/home/foursquare-dataset?pli=1
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previous check-in at that location, leading to the removal of 0.496% of the NYC check-
ins and 0.63% of the ones in Tokyo.

Public POI data

We assume that the attacker can access public POI data, such as the POIs from 
Foursquare. However, categorizing check-in locations in the Foursquare data is easy 
when the Foursquare POIs are given since they correspond exactly in their geographic 
location and each check-in can (in theory) be matched to a known POI. Apart from 
obfuscating the check-in location to simulate inaccurate GNSS data, we also simulate 
incomplete POI data by sampling 50% and 75% of the Foursquare POIs at random.

Last, we simulate a situation with substantially different POI data by using POIs from 
OSM. The Python package pyrosm [82] is used to download all places of the categories 
“healthcare”, “shop”, “amenity”, “museum”, “religious”, “transportation”, and “station” 
(public transport) from OSM. The “amenity” category in particular contains a large 
collection of places, and we first delete all places labeled as “parking space” since they 
accounted for a large fraction of the data and are irrelevant to our analysis. We further 
manually re-label the POIs in order to assign place categories. The same categories 
as in the Foursquare dataset are used and the mapping from OSM-POI-types to our 
categories is given in detail in our code base.7

Spatial and temporal input features to machine learning model

Temporal features

Temporal features are computed from Tu(l
u
i ) as the following:

•	 Visit frequency features: The absolute visit frequencies of location lui  , corresponding 
to |Tu(l

u
i )| , and the relative frequency with respect to all check-ins by u, formally 

 The absolute frequencies are scaled with a logarithm to reflect well-known power-
law properties of location visitation patterns [8, 72].

•	 Duration features: In the Foursquare dataset used as training data, the check-
outs of location visits are not provided, so only the start time is known. Thus, we 
approximate the visit duration by computing the time until the next check-in. Since 
no check-outs are (publicly) available, there are many outliers with gaps over more 
than a day. We flatten these outliers by scaling logarithmically, and finally, we take 
the average over the individual visit durations. Formally, the visit time is subtracted 
from the time of its subsequent check-in, given as the minimum time of all following 
check-ins of the user: 

(6)fvisit_frequency
(

lui
)

=
|Tu(l

u
i )|

∑

lui ∈Lu

∑

tj∈Tu(l
u
i )
tj

7  https://​github.​com/​mie-​lab/​trip_​purpo​se_​priva​cy/​blob/​main/​data/​osm_​poi_​mappi​ng.​json.

https://github.com/mie-lab/trip_purpose_privacy/blob/main/data/osm_poi_mapping.json
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 The duration of the last check-in overall is omitted. Although this approximation 
is very rough due to the dependence on the LBSN usage frequency of users, we 
empirically observed that it is still helpful for inference.

•	 Daytime features: Last, the start time is represented by a variety of features: Binary 
features to indicate whether it is on the weekend, in the morning (before 12  pm), 
in the afternoon (12 pm–5 pm), in the evening (5 pm–10 pm), or at night (10 pm–
midnight). The time thresholds were selected to reflect different activities (e.g. dining 
vs nightlife). The exact daytime was encoded with trigonometric functions (sine and 
cosine) to reflect their cyclical properties, as is common in machine learning.

Spatial features

The attacker can utilize the recorded geographic coordinates to predict the location 
category. However, inputting the raw coordinates to a model is not advisable as they 
suffer from uncertainty and, more importantly, the model would not generalize to other 
spatial regions. Thus, spatial features are usually derived from the context of the spatial 
location, here public POI data, since the categories of surrounding POIs are a valuable 
predictor [87] for the user’s location category. POI data are, for example, available from 
the public Foursquare API or from Open Street Map (OSM). In either case, the dataset 
includes geographic point data and a categorization taxonomy of broad and more 
specific POI labels, e.g., a POI may be part of both the “Shoe Store” and the overarching 
“Retail” category. For most spatial features, we only use the broadest level and denote 
its categories as � = {ψ1, . . . ,ψn} . A POI p has a set of coordinates (x(p),  y(p)), 
and is assigned to a main POI category, cp(p).8 For example, p may be assigned to 
cp(p) = ψ2 = Retail.

In the literature, different approaches have been used to extract features from the POI 
distribution around a specific point. We found empirically that a combination of the 
following methods yields the best results for our attacker’s task:

•	 Category-count of the k-nearest POIs: Given a location (x(lui ), y(l
u
i )) , the k closest 

POIs p1, . . . , pk are found via a ball tree search, and the count of each category 
among those is computed. The result is a feature vector where the first element 
corresponds to the number of occurrences of the first category among the k closest 
POIs and accordingly for the other categories; formally 

(7)fdur(l
u
i ) =

1

|Tu(l
u
i )|

|Tu(l
u
i )|

�

j=0

log











min
k ,m

s.t. tm(l
u
k ) > tj(l

u
i )

tm(l
u
k )− tj(l

u
i )











8  Note that our notation explicitly distinguishes location categories (c(lui ) ∈ C)  from POI categories (cp(p) ∈ �) , since 
they may be different. For example, an attacker could use POI data with 10 categories (|�| = 10) to classify user location 
data into only three categories such as C = {Work, Leisure, Eating}.
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 Furthermore, as an indicator of the POI density at (x, y), the mean distance from the 
k nearest POIs is extracted as a feature. We set k = 20 in our experiments.

•	 Count and distance of POIs within a fixed radius: The semantic attack requires more 
specific distance information of the POIs for each category. For example, if there is 
no restaurant within 1 km, it is unlikely that the location category is “Dining”. Thus, 
we consider all POIs around (x(lui ), y(l

u
i )) within a specified radius r, denoted as the 

set P(x, y, r),9 and again compute the count of each category. 

 In addition, we consider the minimum distance of POIs of one category to the 
location: 

 We set the radius to 200  m based on the results of preliminary experiments. If a 
category does not appear within the radius, we fill the corresponding vector field 
by the radius r. As an example, consider that three POIs are found within radius 
r = 200 m of the location: p1 of category ψ3 with 50 m distance, p2 of category ψ2 
with 10 m distance, and p3 of category ψ2 with 80 m distance. The resulting vectors 
(assuming there are only three categories) are [0, 2, 1] and [200, 10, 50].

•	 Space2vec: In contrast to hand-crafted features based on distance and category 
counts, there is the option to learn coordinate representations. The task of finding 
an efficient and informative representation of points, dependent on their coordinates 
and POI context, was tackled recently in work on space embeddings. We employ 
the state-of-the-art space-to-vec approach by Mai et  al. [52]. Inspired by word 
embeddings in natural language processing, the idea is to learn a compact vector 
representation for points. The training is based on a supervised learning task, namely 
to distinguish surrounding points from unrelated, arbitrary distant samples that 
were drawn as negative samples. We deploy their public code base10 to train the 
algorithm on our POI datasets P , including the first two category levels. Specifically, 
we split P into training, validation (10%), and testing set (10%) and employ the joined 
approach by Mai et  al. [52]; i.e., training a location decoder and a spatial context 
decoder jointly. We set the embedding size to 16 but retained all other parameters 
as suggested by the authors. The model, which was trained only on P , can be applied 

(8)
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9  For brevity, we omit lui  here.
10  https://​github.​com/​gengc​henmai/​space​2vec.

https://github.com/gengchenmai/space2vec
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on a new location given its coordinates and its spatial context (coordinates and 
categories of the surrounding POIs) as input.

Machine learning model

We chose the XGB approach over other machine learning models for its interpretability 
and its suitability for unbalanced data, rendering it superior in many applications. 
Nevertheless, we also implemented a multi-layer perceptron (MLP) for comparison. 
A model was implemented with two layers of 128 neurons respectively, with dropout 
regularization, ReLU activation and a softmax function in the output layer. The network 
was trained with the AdamOptimizer (learning rate 0.001) and with early stopping. For 
the XGBoost model, we utilize the XGBoost implementation in the xgboost Python 
package11 and only tune the parameter that determines the maximum depth of the 
base learners. A depth of 10 turned out most suitable in our experiments. The MLP 
also exhibits good place categorization ability, but was consistently inferior to XGB. For 
example, with the Foursquare data for NYC and an obfuscation radius of 100  m, the 
accuracy is 52.2% for the MLP compared to 59.4% for XGB (41.6% vs 49.8% for 200 m 
obfuscation, etc.). We, therefore, only report the results for XGB in this study.

Location masking

A simple protection method for the use of location-based services is a random 
displacement of the coordinates to mask the real location. For example, iPhone users 
can withhold the precise locations from applications and only allow them to access the 
“approximate” location. Here, we utilize location obfuscation to model imprecise GNSS 
data or basic data protection. The user’s location is simply replaced by a new location 
sampled from a uniform distribution within a given radius r (see Fig. 1a). Note that we 
focus on the obfuscation of the spatial information and leave the possibility of masking 
temporal information as in [59] for future work on semantic privacy. After the location 
masking step (Fig.  1a), the raw (and obfuscated) spatio-temporal data are featurized 
(Fig. 1b) by deriving temporal features from the check-in time and spatial features from 
the coordinates matched with public POI data.

Data split

We test for the attacker’s accuracy by splitting the data into train and test sets, as shown 
in Fig. 1c. By default, the dataset is split by user, i.e., 10% of the users are taken as the 
test set while the model is trained on 90%. In practice, we report all results upon tenfold 
cross validation such that all users were part of the test set once. The results simulate the 
scenario where the attacker obtains a labeled train dataset from a specific region and 
utilizes it to train an ML model with the goal to infer location profiles of new users but 
in the same region. However, the attacker may not always have labeled data from exactly 
the same spatial region. To analyze this scenario, we additionally simulate the attack with 
a spatial split. In detail, the dataset is divided by separating the x- and y-coordinates in a 
3× 3 grid to yield nine roughly equal-sized subsets. The samples from each grid cell are 
used as the test set once.

11  https://​xgboo​st.​readt​hedocs.​io/​en/​stable/​python/​python_​intro.​html.

https://xgboost.readthedocs.io/en/stable/python/python_intro.html
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Appendix

Specific scenarios of semantic privacy attacks
To further elaborate on potential risks from semantic privacy attacks and to counter 
the “I have nothing to hide” argument [79], we list specific scenarios in the following. 
These scenarios assume that a data broker has obtained location data of a user. 

1.	 The data indicates that a user spends much time in recreational areas and regularly 
visits outdoor shops. The user is selected for targeted ads about travelling and hiking.

2.	 A user was detected to visit a pharmacy or medical care unit frequently. This infor-
mation is sold to an insurance company that adapts their policy offers accordingly, or 
targets only users without such behaviour in their ad campaign.

3.	 A user is observed to visit church regularly. The election campaign of the conserva-
tive party targets this person by providing specific information on the religious val-
ues of the party.

4.	 A user known to be a young woman is detected in a nightclub and outside of her 
home location at night, and is found to visit a pharmacy in the next morning. A data 
broker may infer that she bought a contraceptive pill.

5.	 The location data reveals a user to be increasingly active at nights visiting bars and 
clubs. This person may be targeted for drug testing after data breaches.

Scenario comparison results
Table  1 provides an overview of the considered scenarios and metrics, and lists the 
results for protected location data with an obfuscation radius of 100 m as an example. 
In the first scenario, both the check-in train data and the POI data are taken from the 
Foursquare dataset, and a machine-learning attack with the XGBoost model trained on 
spatio-temporal features can achieve a place categorization accuracy of 61.6%. This is 
remarkable considering that there are 12 categories. It further translates to a user profil-
ing error12 of 0.124 which corresponds to a top-5 user re-identification accuracy (hit@5) 
of 40.4%. In other words, given (obfuscated) location data and temporal visitation pat-
terns, the attacker can infer an approximate profile p̂(u) for user u such that, in 40.4% 
cases, his real profile p(u) is among the five real user profiles most similar to p̂(u).

Furthermore, as shown shown in the confusion matrix in Fig. 3, the place classification 
accuracy clearly differs between categories. A more detailed analysis of this effect is pro-
vided in Fig. 11. At stronger obfuscation, many places are erroneously labeled as “Din-
ing” or “Travel and Transportation”. Therefore, the sensitivity for these places remains 
high, while decreasing for the other place categories.

Tokyo vs NYC—effect of location obfuscation
In Fig.  12, we compare the results on two diverse cities, NYC and Tokyo. While the 
results show the same decrease- and convergence behavior in both cities, the accuracy 
is generally larger for Tokyo. This is, however, due to a stronger label imbalance for the 

12  The user profiling error is the average Euclidean distance between real and predicted profiles, Ep̂(u),p(u)



Page 23 of 31Wiedemann et al. Journal of Big Data           (2024) 11:39 	

Table 1  Comparing attack-scenarios. For the place categorization task, the accuracy over location-
visit events is reported. User-profiling error, user identification accuracy and privacy loss measure the 
success of the attacker in user-profiling. The table only shows the results for an obfuscation radius of 
r = 100

Check-in data POI data Method Place 
categorization

User profiling

Accuracy Profiling error Top-5 identifi-
cation 
accuracy

Privacy loss 
(median)

Foursquare 
(NYC and 
Tokyo)

Foursquare Random 0.159 0.235 0.003 1.000

XGB (temporal) 0.344 0.205 0.023 1.112

spatial join 0.459 0.208 0.183 2.296

XGB (spatial) 0.580 0.140 0.328 5.574

XGB (spatio-
temporal)

0.616 0.124 0.404 11.001

OSM Random 0.157 0.235 0.002 1.000

Spatial join 0.224 0.341 0.013 1.051

XGB (temporal) 0.328 0.206 0.022 1.116

XGB (spatial) 0.476 0.172 0.117 1.949

XGB (spatio-
temporal)

0.503 0.157 0.160 2.316

Yumuv study 
(Switzerland)

Foursquare Random 0.370 0.367 0.010 1.000

Spatial join 0.453 0.698 0.009 1.000

XGB (spatial) 0.541 0.331 0.034 1.095

XGB (temporal) 0.553 0.333 0.038 1.108

XGB (spatio-
temporal)

0.618 0.293 0.065 1.225

OSM Random 0.372 0.367 0.010 1.000

Spatial join 0.384 0.698 0.009 1.000

XGB (spatial) 0.541 0.332 0.034 1.093

XGB (temporal) 0.553 0.333 0.038 1.108

XGB (spatio-
temporal)

0.623 0.289 0.060 1.256

Fig. 11  Sensitivity of place recognition by category
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places in Tokyo which leads to a better performance of the random baseline (grey lines 
Fig. 12).

Effect of POI data completeness on place categorization task
Figure 13 provides the results for the first task (place categorization) by POI data com-
pleteness, complementing the user-identification results in Fig. 9. As was already seen 
for user-identification, the accuracy decreases disproportionally.

User profiling error
Corresponding to the user identification accuracy presented in Fig.  6, we show the 
changes of the profiling errors in Fig.  14, where the error is the Euclidean distance 
between the user’s real profile vector pc(u) and the estimated profile vector p̂c(u).

Fig. 12  Place categorization accuracy of Tokyo compared to NYC

Fig. 13  Effect of reduced POI context data quality on task 1 (place categorization)
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Study on GNSS tracking data
The Foursquare check-in dataset is suitable for our analysis since it is reliably labeled 
with detailed place categories. For comparison, we evaluate results on a GNSS-based 
tracking dataset from the so-called yumuv study. yumuv is a tracking study in Switzer-
land that was conducted to investigate the mobility behavior with a micro-mobility-
bundle subscription  [71]. Participants of the study were tracked via the Myway app13 
for 2–3 months and manually labeled their activities. The app provides a preprocessed 
version of the raw GNSS data, namely (labeled) staypoints and triplegs. We further use 
the Python library Trackintel  [55] to group staypoints into locations via DBSCAN. As 
for Foursquare, we remove the “home” check-ins as well as further categories that are 
uninformative, such as “wait”, “errand”, and “unknown”. This leads to a set of five location 
categories, namely C = {‘Work’, ‘Education’, ‘Sports and Recreation’, ‘Dining’, ‘Leisure’}. 
The categorical distribution is shown in Fig. 16b.

The dataset is more challenging due to noisy GNSS tracking data as well as unreliable 
and incomplete activity labels (the labels were estimated by an app and manually cor-
rected by the user). Additionally, different users hardly visit the same places, and, thus, a 
training dataset has limited value for an attacker. Indeed, the main source of information 
for the attacker are temporal features in the case of the yumuv data. Figure 15 shows that 
the attacker can still achieve semantic inference that is significantly better than random; 
however, spatial information only plays a limited role. Consequently, location protection 
hardly hinders the semantic attack, and the performance converges already at an obfus-
cation radius of 100 m. In Table 1, other metrics are listed, and it is also shown that the 
danger for privacy on a user level is limited, with a top-5 user identification accuracy of 
only up to 7.7% (100 m location obfuscation). We hypothesize that the main reason for 
the limited value of spatial context data for the attacker lies in the activity categories of 

Fig. 14  User profiling error (Euclidean distance between true and predicted user profile) by obfuscation 
radius

13  https://​www.​sbb.​ch/​en/​timet​able/​mobile-​apps/​myway.​html.

https://www.sbb.ch/en/timetable/mobile-apps/myway.html
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the yumuv study (see Fig.  16b), including “Work” and “Leisure” as the largest classes, 
which are too generic and too difficult to locate with POI data.

Dataset analysis
In Fig. 16, the distribution of category types over visited places is shown for Foursquare 
(Fig. 16a) and the yumuv (Fig. 16b) data.

Analyzing place category autocorrelation in a semivariogram
The categories of user locations are predicted based on information from surrounding 
public POIs. Even if the location is obfuscated, the category of the closest POI is a good 
predictor for the location’s category. This is due to the spatial autocorrelation of place 
categories. For example, there are urban areas with many restaurants in one street, such 
that there is a high probability of finding several nearby places with the same category. 
We relate our results to the spatial autocorrelation of POIs by comparing our place cat-
egorization accuracy (Fig.  2) to the semivariogram of place category differences. To 
compute the variogram, we bin the distances and report the category correspondence 

Fig. 15  Profiling results on GNSS tracking data. The profiling accuracy is low even with low location 
obfuscation, and the relation between obfuscation radius and profiling accuracy is noisy

Fig. 16  Location category counts in Foursquare (a) and Yumuv (b) datasets
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in each bin, thereby accounting for the categorical nature of place categories and the 
continuous nature of the place coordinates. In detail, given a minimum and maximum 
distance dmin, dmax , the category variance is computed as

where N (dmin, dmax) is the set of all pairs of locations with dmin < d(l1, l2) ≤ dmax , and 
� is the indicator function that counts the number of pairs with corresponding category. 
Due to the high number of POIs in the dataset, we only take a 20 × 20 km subregion of 
New York City and sample pairs of POIs randomly.

Figure 17 shows the change of γ with increasing dmin and dmax , as common in a semi-
variogram. Even places with less than 25 m distance only have a 33% chance of their cat-
egories to correspond (γ (0, 25) = 0.67) . At a distance of more than 3.2km, the category 
variance converges to around 89%, which is slightly lower than the expected variance of 
8.3% for 12 categories. However, the imbalance of categories explains this difference. The 
semivariogram confirms our finding in Fig. 2 that spatial context data is hardly informa-
tive for location data that is obfuscated more than 1 km.

Experimental results for six place categories
The choice of place categories substantially effects the attacker’s success. There is a 
trade-off between the place labelling accuracy and the utility of the user profiles: The 
more categories, the more fine-grained and informative the user profiles, but the less 
reliable the classification. To demonstrate, we construct an new set of six categories by 
merging the 12 original place categories by their semantic similarity, yielding the set 
{“Sports, Landmarks, Outdoors”, “Nightlife, Arts, Entertainment”, “Dining, Coffee, Des-
sert”, “Retail, Business, Professional Services”, “Travel and Transportation”, “Education, 
Spiritual Center, Health and Medicine”}. Figure  18 shows the place labelling accuracy 
and top-5 user re-identification accuracy with these six instead of twelve categories (only 
NYC, Foursquare check-ins and POI data, user split). The place labelling accuracy is 
higher than with 12 categories, whereas the user re-identification performance decreases 

γ (dmin, dmax) =

∑

l1,l2∈N (dmin,dmax)
1[c(l1) == c(l2)]

|N (dmin, dmax)|

Fig. 17  Semivariogram for measuring spatial autocorrelation of place categories. The y-axis shows the 
percentage of POI-pairs with different categories
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due to the lower granularity of the user profiles. For example, at an obfuscation radius of 
200 m, the categorization is correct in 58% cases (compared to 50% cases with 12 cat-
egories), but the top-5 user re-identification accuracy is as low as 19% (compared to 35% 
with 12 categories). From an attacker’s perspective, it is interesting to explore which set 
of categories provides the most informative, yet predictable user profiles.
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