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Abstract 

With the popularity of social media, opinion mining has gradually become a popu-
lar research field. Among these fields, sentiment analysis mining is an important 
research direction in the field of opinion mining. It aims to reveal the public’s senti-
ment tendency, and attitude towards specific topics or events by analyzing text 
data generated by users on online platforms and digital media. However, the large 
amount of opinion data usually lacks effective annotation, which limits the learning 
and construction of opinion models. Therefore, focusing on the problem of the scarcity 
of labeled data in opinion analysis, this paper proposes a mining method for public 
opinion sentiment analysis based on multi-model fusion transfer learning, that can 
make full use of the limited labeled data to improve the learning efficiency of senti-
ment features by integrating the advantages of different models. Additionally, it 
introduces a transfer learning strategy to enable the models of the target domains 
to perform better in the absence of labeled data. Furthermore, the attention mecha-
nism is combined to strengthen the acquisition of key features of the emotional colors 
and improve the accuracy of sentiment analysis. Specifically, the paper uses the ERNIE 
model to generate dynamic representations of the text word vectors in the dataset. It 
also uses TextCNN and BiGRU to construct a joint model for extracting local and overall 
features of the text word vectors. The parameters of the feature layer of the trained 
model are migrated to the target domain through transfer learning. The attention 
mechanism is combined with the model to identify the extreme elements of the senti-
ment. Finally, the local and overall features are fused to achieve comprehensive mining 
of public opinion and emotional information. This method can effectively improve 
the accuracy and generalization of public opinion analysis in cases of data scarcity. In 
the experimental part, the paper conducts comparisons and analyses in eight aspects: 
word embedding model, model combination, attention mechanism, transfer learning, 
source domain dataset, target domain dataset, model training, and baseline model. The 
four indicators, namely accuracy, precision, recall, and F1-measure are used to evaluate 
the performance of the method. The experiments are thorough and detailed, demon-
strating the effective improvement of opinion mining performance.

Keywords: Sentiment analysis, Transfer learning, Opinion mining, Attention 
mechanism

*Correspondence:   
piconet@126.com

1 School of Computer 
Science and Technology, 
Harbin University of Science 
and Technology, Harbin 150080, 
China
2 School of Computer Science 
and Technology, Harbin 
Engineering University, 
Harbin 150001, China

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s40537-023-00837-x&domain=pdf


Page 2 of 30Zhao et al. Journal of Big Data          (2023) 10:155 

Introduction
With the rapid development of social media and online forums, etc., there has been an 
explosive growth in the amount of public opinion information on online platforms. In 
order to gain a better understanding and make effective use of this vast amount of public 
opinion data, opinion mining has emerged as a popular research field. By analyzing and 
extracting large amounts of user-generated content such as social media posts and com-
ments, opinion mining for sentiment analysis can provide valuable insights into public 
views and emotions. This is crucial for businesses, governments, and organizations in 
formulating strategies, identifying market trends, and effectively responding to chal-
lenges posed by public opinion.

Public opinion sentiment analysis mining aims to develop effective methods and tech-
niques that help us understand and utilize the vast amount of online public opinion data. 
It seeks to accurately quantify the sentiment tendency, distribution of viewpoints, and 
identify hot topics. Traditional public opinion analysis relies on manual surveys and 
media monitoring, which are time-consuming and costly. However, by employing natu-
ral language processing, machine learning, and data mining technologies, it is possible 
to automate the collection, processing, and analysis of massive amounts of network data, 
enabling the quick extraction of information related to specific topics. Current research 
in this field shows a trend towards technological diversification. For example, methods 
based on sentiment dictionaries treat words in the text as sentiment labels and lever-
age semantic relations between words and syntactic rules to conduct analyses. There 
are studies using existing sentiment dictionaries to construct sentiment thesauri [1]. 
Another study involves studying video pop-ups to create a relevant sentiment diction-
ary for sentiment analysis [2]. Machine learning is also a critical research method. This 
type of approach utilizes a large amount of labeled or unlabeled data, extracts features 
using statistical machine learning algorithms, and generates sentiment analysis results. 
For example, the K-adaboost-based algorithm for network opinion influence is designed 
to calculate the degree of influence of different network opinions [3]. The combination 
of dictionaries and machine learning is used to express multiple emotions in a sentence 
[4]. The participle tool and the topic classification technique of the LDA model are 
employed to analyze the development trend of hot topics [5]. Furthermore, deep learn-
ing has emerged as a popular research approach. Deep learning can enhance the rec-
ognition accuracy of sentiment features by training complex neural network models to 
better capture meaningful and abstract semantic features, as well as optimize the model 
output automatically. For instance, an LSTM approach based on dependency embedding 
and attention mechanism is utilized for predicting sentiment polarity in a sentiment 
analysis task [6]. Another example is the design of a multi-task domain sentiment analy-
sis model based on RoBERTa [7]. Additionally, a combination of multiple deep learning 
models is employed to construct a sentiment analysis method suitable for complex sce-
narios [8] and predict opinion trends [9].

However, there are still some problems and shortcomings with existing methods. 
Firstly, building a sentiment lexicon and formulating rules for judgment require extensive 
human effort. Secondly, most methods rely on traditional machine learning algorithms 
or rule-based approaches, which perform well on specific datasets but lack generali-
zation capabilities and are dependent on the quality of labeled data. Furthermore, the 
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problem of a limited amount of labeled data in deep learning constrains the learning 
and construction of models, especially in the field of online opinion analysis and mining, 
where obtaining accurately labeled data is a complex task and there are very few publicly 
available large-scale labeled datasets. Therefore, these issues also make it challenging to 
solve the data scarcity problem.

Addressing the aforementioned concerns, this paper focuses on tackling the chal-
lenge of inadequately annotated data in public opinion. It proposes a novel approach, 
namely, the multi-model fusion transfer learning-based public opinion mining method. 
This method effectively integrates diverse model features to extract sentiment informa-
tion, harnessing the advantages of different models. Additionally, it incorporates transfer 
learning to leverage existing sentiment models and mitigate the impact of data scarcity. 
Furthermore, an attention mechanism is employed to enhance the extraction of key 
emotional features. This approach utilizes the limited labeled data to improve the accu-
racy and generalization capability of sentiment analysis, effectively addressing the chal-
lenges posed by data scarcity.

The main contributions of this paper are:

(1) Utilizing the ERNIE model as the word embedding layer to transform text into 
word vector representations. This allows for the utilization of rich information from 
multiple sources during pre-training and continuous learning to enhance the accu-
racy and reliability of the model.

(2) Employing a joint model of TextCNN and BiGRU as a feature extractor, enabling 
the extraction of deep features across multiple dimensions. This facilitates a better 
understanding of emotional tendencies towards hot issues and sensitive topics.

(3) Implementing a transfer learning approach using parameter Transfer, where model 
knowledge extracted from the source domain is applied in public opinion analy-
sis. The attention mechanism is integrated to amplify the weight of sentiment key-
words, thereby enhancing the model’s accuracy and generalization ability for 
acquiring sentiment features.

The paper consists of five subsections. In the first section, the significance of study-
ing sentiment analysis of Network public opinion, the current situation of sentiment 
analysis, and the research work of this paper are introduced; in the second section, the 
research work related to sentiment analysis of Network public opinion is discussed; the 
third section is the model framework, and the models used are introduced in detail; 
the fourth section is the experimental section, and eight sets of experiments are con-
ducted to verify the feasibility of the model proposed in this paper; the fifth section 
Sect. “Experimental analysis” is the experimental section, which verifies the feasibility of 
the model proposed in this paper through eight sets of experiments; Sect. “Discussions” 
summarizes the sentiment analysis method of Network public opinion based on multi-
model fusion transfer learning proposed in this paper and presents the outlook for the 
next work.
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Related work
Existing research on sentiment analysis and mining mainly focuses on three aspects: text 
word embedding, text feature extraction and model performance.

In-text word embedding. Processing natural language using machine learning algo-
rithms requires the mathematization of language, and word embedding is a way to math-
ematize words in the language. The word embedding model used in the early studies of 
Network opinion is the Word2Vec model, and Wei et al. [10] used the Word2Vec model 
to achieve semi-automatic construction of product reviews, and on this basis, combined 
rule parsing and domain ontology to construct a feature-level sentiment analysis frame-
work for product reviews. Li et al. [11] a sentiment analysis model for Network restau-
rant reviews is constructed by combining Word2vec, Bi-GRU, and Attention methods 
to address the current problem of consumers’ difficulty in efficiently extracting informa-
tion from the services provided by merchants. He et al. [12] build a deep learning-based 
analysis framework for university Network public opinion for the real-time problem of 
university Network public opinion, and use Word2Vec to embed words into text and 
use the LSTM-CFR method to classify Chinese words. The word vectors generated by 
the Word2Vec model have static characteristics and cannot well solve the situation of 
multiple words Therefore, to meet these challenges, dynamic word vector models have 
been developed. In recent years, the BERT model has been used most frequently in the 
research of Network opinion sentiment analysis, and Li et al. [13] for the case that the 
BERT model cannot give contextual information, a method called GBCN is proposed, 
which sends the text to the BERT and context-aware embedding layer and then uses a 
gating mechanism to control the sentiment features of the BERT output. Liu et al. [14] 
proposed a Bert-BiGRU-Softmax deep learning model with an affective Bert model as 
the input layer to better understand consumers’ emotions about goods. Li et  al. [15] 
used BERT to construct a sentiment analysis model for Chinese stock market reviews 
to solve the problem of low accuracy of stock market sentiment analysis, and used the 
pre-trained sentiment analysis model to achieve effective recognition of stock market 
sentiment. The BERT model has more parameters, the model depth is deeper, and the 
problem of overfitting easily occurs when a small amount of data is trained. According to 
the above-mentioned situation faced by word embedding simulation, this paper adopts 
the ERNIE model as the word embedding template of this paper, which uses a continu-
ous learning method to continuously draw information of words, structures, words, 
etc. in a large amount of information to achieve continuous improvement of simulation 
content.

In terms of text feature extraction. The existing feature extraction models used in Net-
work opinion sentiment analysis are usually single or multiple models in series, which 
is difficult to extract more comprehensive feature information. Ren et  al. [16] pro-
posed a lexicon-enhanced attention network (LEAN) based on bidirectional LSTM for 
the relationship between words and sentences, which can not only capture sentiment 
words in sentences but also focus on important information in sentences. Wei et  al. 
[17] constructed a BiLSTM model based on multi-pole orthogonal attention for the 
problem of an insufficient number of explicit emotion words, and applied it to implicit 
emotion analysis to achieve the distinction between words and emotional tendencies. 
Li et al. [18] investigated a bi-directional LSTM model with a self-attentive mechanism 
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and multi-channel features that can fully explore the intrinsic connections between the 
polar components of the target words without relying on an artificially constructed sen-
timent dictionary. Huang et al. [19] proposed a lexicon-based contextual convolutional 
neural network to effectively extract the features and intensity of sentiment from words 
and texts. Gu et  al. [20] to address the challenges faced in current sentiment analysis 
research, a new MBGCV method based on multi-granularity sentiment features is pro-
posed by combining the advantages of the BiGRU model and the CNN model. Zhao 
et  al. [21] to understand different sentiment polarities in comments, an aspect-based 
sentiment analysis model was constructed by combining convolutional neural networks 
with gated recurrent units in tandem, using the local feature extraction capability of 
CNN and combining the long-term dependent learning capability of GRU. Jain et  al. 
[22] the proposed sentiment analysis method combines convolutional neural networks 
with long and short-term memory models, combining dropout, maximum pooling, and 
batch normalization to obtain the corresponding results. Lin et al. [23] proposed a senti-
ment analysis algorithm FAST-BiLSTM to optimize sentiment inference, which uses the 
FastText model to obtain word vectors, then uses a bi-directional long and short-term 
memory network (Bi-LSTM) to train word vectors, and then fuses them with FastText 
to perform comprehensive sentiment analysis. To address the shortcomings of the above 
studies, this paper uses TextCNN and BiGRU parallel structure models as text feature 
extractors to extract deep text features from multiple dimensions, to better understand 
people’s sentiment tendency on hot issues and sensitive issues.

In terms of model performance. Most studies have been conducted to enhance the 
performance of models using a combination of transfer learning or attention mecha-
nisms. On the one hand, relevant studies using attention mechanisms, Lv et al. [24] pro-
posed a contextual and aspectual memory network (CAMN) approach based on deep 
memory networks, bidirectional long- and short-term memory networks, and multi-
ple attention mechanisms to address the challenges of aspect-level sentiment analysis 
to better capture the sentiment characteristics of short texts. Sweidan et  al. [25] pro-
posed a hybrid ontology-XLNet approach for sentiment analysis classification at the 
sentence level, using the XLNet network to extract and associate the neighboring con-
texts in the text to generate more complete contextual information and improve the 
accuracy of feature extraction. Zhang et al. [26] established a sentiment analysis model 
based on BiTCN-Attention to better focus on sentiment words, which introduces differ-
ent attention mechanisms in BiTCN to form BiTCN-SA and BiTCN-MHSA to improve 
the weight of sentiment words and the accuracy of feature extraction, and enhance the 
effect of sentiment analysis. Yang [27] combined BERT, CNN, and BiLSTM to con-
struct the sentiment classification model BCBL; secondly, to address the problem that 
BCBL does not consider the distribution of word weights, the attention mechanism was 
introduced into the BCBL model and the BCBL-Att model was improved. The above 
studies improve the performance of the opinion analysis model by using the attention 
mechanism but lack the use of transfer learning; On the another hand, relevant studies 
using transfer learning, Tao et al. [28] proposed a sentiment analysis method based on 
the ABSA model by combining the ABSA model and transfer learning to address the 
shortcomings of the ABSA sentiment analysis method. Sanagar et al. [29] investigated 
an unsupervised sentiment dictionary that can transfer existing seed vocabulary from 
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category-level knowledge to the target domain and can be extended to new domains in 
the same category. Cao et al. [30] proposed a deep transfer learning mechanism (DTLM) 
for fine-grained cross-domain sentiment classification that better transfers sentiment 
across domains by combining BERT and KL divergence. Chandrasekaran et al. [31] used 
different migratory learning models including VGG-19, ResNet50V2, and DenseNet-121 
models for image-based sentiment analysis and they were fine-tuned by freezing and 
unfreezing some layers. The above studies lacked applied research on the integration of 
transfer learning and attention mechanisms, and insufficient consideration was given 
to data as well as model synthesis factors. In addition, we conducted comprehensive 
research on the SOTA (State-of-the-Art) and compared them with our approach. Litera-
ture [32] utilizes the BERT model and incorporates CNN and BiLSTM to create an end-
to-end model, achieving SOTA classification performance. Literature [33] also employs 
the BERT model and applies a BiLSTM model with an attention mechanism. Based on 
this model, two different applications are designed: pre-training and multi-task learning. 
In contrast, our paper utilizes the ERNIE model, an improved extension of BERT, which 
enhances pre-training effectiveness, semantic representation, and understanding. Mean-
while, this paper adopts the joint model of TextCNN and BiGRU. TextCNN is more spe-
cialized than CNN in the field of sentiment analysis. In addition to the advantages of 
higher computational efficiency and fewer parameters of BiGRU compared to BiLSTM, 
TextCNN and BiGRU employ parallel computing to capture local features and global 
semantic information of emotional data. This enables an improved comprehension of 
complex semantics and enhances computational efficiency, as opposed to the sequential 
computation approach employed by the BiLSTM model. Furthermore, our model incor-
porates attention mechanisms to capture crucial emotional features and filter out irrel-
evant noise, ultimately improving the accuracy of emotional information recognition. 
Our approach takes into consideration method selection, model design, and domain fea-
tures in a comprehensive manner.

Description of the model framework
To address the research problem of scarcity of labeled data in Network opinion sen-
timent analysis, this paper proposes a multi-model fusion transfer learning-based 
approach to Network opinion sentiment analysis (Transfer learning-ERNIE-TextCNN-
BiGRU-Attention, TETBA), as shown in Fig. 1. The method incorporates the technical 
features of deep learning and transfer learning. The ERNIE model is used to generate 
the word embedding representation of the text of the dataset for model input, and the 
joint TextCNN and BiGRU model is used to extract the local features and overall fea-
tures of the text word vector; based on the established opinion sentiment analysis model, 
news analysis data (source domain data) with rich annotation information is used to 
train the model; the parameters of the feature extraction layer of the trained model are 
The parameters of the feature extraction layer of the trained model are transferred to 
the opinion sentiment analysis task in the target domain and combined with the atten-
tion mechanism to promote textual sentiment extremes, and finally the local features are 
fused with the overall features to complete the opinion sentiment analysis in the envi-
ronment of scarce available labeled data.
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The model consists of the following components:

1. Word vector representation of public opinion data: the ERNIE model is used to 
transform the text data and extract the corresponding word vectors for input to the 
public opinion sentiment analysis model.

2. Joint model feature extraction: The joint model of TextCNN and BiGRU is used for 
feature extraction, where the TextCNN model is responsible for extracting local fea-
tures and the BiGRU model is responsible for extracting overall features, and then 
the local features and overall features are merged.

3. Parameter transfer: the parameters of the feature extraction layer are transferred 
from the pre-trained model to the target model using the parameter transfer method 
to serve as the initial parameters of the feature extraction layer of the target model, 
and then the target model is trained using the network opinion data.

4. Attention and classification output: assign weights to the output matrix of the feature 
extraction layer to highlight the weights of emotional keywords, and then fuse the 
output features of different dimensions to achieve the classification of Network opin-
ion data using the Softmax function to complete the emotional analysis of Network 
opinion.

Word vector representation of public opinion data

The task of Network opinion sentiment analysis requires language to be mathemati-
cal, and word vectors are an effective way to realize the conversion of input text to 
vector form. The ERNIE model is used in the paper to convert text data to word vector 

Fig. 1 TETBA model
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form. The greatest advantage of ERNIE is that it performs the initial fusion of a large 
amount of information from multiple sources and continuously draws new knowl-
edge, such as vocabulary, structure, and semantics, from the vast amount of text data. 
The framework of the ERNIE model is shown in Fig. 2, including knowledge integra-
tion and Transformer coding. Knowledge integration is fusing semantic knowledge 
of entities and phrases into linguistic expressions, and Transformer can capture the 
contextual information of each sentence in a sentence through a self-attentive mecha-
nism, producing a series of contextual embedding details as follows.

Knowledge integration

The ERNIE model is a modified version of the BERT model, and the improvement 
of BERT is mainly manifested in the mask (masking) strategy. The mask strategy is 
mainly to make the machine know the masked part of the input language by masking 
it and to achieve the training purpose in this way. Unlike the traditional BERT model 
which only uses a simple numeric word mask strategy, the ERNIE model replaces the 
Chinese word mask with consecutive entity word and phrase mask on this basis, thus 
greatly improving the understanding of the semantic content contained in the Chi-
nese text, and the masking strategy of ERNIE model is shown in Fig. 3.

Fig. 2 ERNIE model framework diagram

Fig. 3 Mask strategy
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The masking strategy of the ERNIE model is divided into three stages, and the 
specific masking approach is as follows, taking “保定市最早迎来疫情爆发” as an 
example:

1. Phase 1: Basic level masking was used, where the sentence was viewed as a sequential 
basic language unit, with the basic unit being the word in English and the Chinese 
character in Chinese. In the pre-training process, the basic level mask is used to ran-
domly mask a word in the sentence. In the example, the base level mask is used to 
cover “市、来”.

2. Second stage: entity-level masking is used, which can name places, people, items, etc. 
Firstly, we analyze the named entities in the sentence, and then mask part of them 
with the named entity-level mask, in the example sentence, we mask “保定、疫情”.

3. Phase 3: Phrase-level masking is used, where a phrase is used as a conceptual unit 
consisting of a series of characters. In this step, the named entity in the sentence is 
parsed first, and then the named entity-level mask is used to hide the part, which is “
迎来、爆发” in the example sentence.

Word vector dynamic representation

After the masking strategy is the Transformer encoding part of the ERNIE model, the 
ERNIE model consists of twelve layers of Transformer encoder, although the ERNIE 
model is indeed based on the technical improvement of BERT, its internal network 
design is a two-way self-attentive mechanism layer of the encoder, the encoding device 
consists of two layers The encoder structure of the ERNIE model is shown in Fig.  4, 
where Xi(i = 1, 2, ..., n) is the vector form of the text,Zi(i = 1, 2, ..., n) is obtained by the 
self-attentive mechanism, and Ri(1, 2, ..., n) is the output of the ERNIE model and the 
input of the feature extraction layer model.

Fig. 4 Encoder structure
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The specific calculation process of the ERNIE model for handling public opinion data 
is as follows:

For a Network opinion text data, a corresponding segment of text sequence X is 
obtained after masking training in the knowledge integration stage:

to obtain the text vector for each input using the three weight matrices WQ,WK ,WV  
multiplied by the query matrix Q, the key matrix K, and the value matrix V on this basis.

Then the self-attentive mechanism needs to be used to count all the attention of the 
target word to the words and phrases in the text sequence, where Softmax is performed 
to normalize the scores.

According to the self-attentive vector derived above, after mapping with the feedfor-
ward neural network, the next round of self-attentive operations will be performed, and 
the final obtained Ri(1, 2, ..., n) is the output of ERNIE and the input of the feature layer 
model.

where, W  is the weight matrix, and the bias value.

Joint model feature extraction

In this paper, we use the joint model of TextCNN and BiGRU to extract features from 
the word vectors generated by the ERNIE model, where the TextCNN model extracts 
the local features of the text and the BiGRU model extracts the overall feature informa-
tion, and the joint model is shown in Fig. 5.

 Text CNN

Convolutional neural networks can extract local features from a word vector matrix 
composed of multiple words, and can automatically synthesize and filter multiple words 
to obtain multi-level semantic information. By using multiple convolutional kernels, 
the TextCNN model can effectively extract important information in sentences and 
can capture local relevance more accurately. Compared with CNN models, TextCNN 
models present a more concise network structure, less computation, and faster training. 
textCNN models use multiple convolutional kernels of different sizes to extract impor-
tant information in sentences simultaneously. This design allows the model to better 

(1)X = [X1,X2, ...,Xn]

(2)Q = X ·WQ

(3)K = X ·WK

(4)V = X ·WV

(5)Z = Attention(Q,K ,V ) = softmax

(

Q · KT

√

dK

)

· V

(6)R = W · Y + b



Page 11 of 30Zhao et al. Journal of Big Data          (2023) 10:155  

capture local relevance and thus understand the meaning of the sentence more accu-
rately. The model structure of the TextCNN used in this paper is shown in Fig. 6:

In Fig. 6, the feature vectors are obtained by convolutional pooling operation, where 
the size of convolutional kernels are 2, 3, and 4, respectively, and these feature vectors 
are composed of word vectors. The TextCNN model requires a series of complex com-
putational processes when performing local feature extraction, and to ensure the accu-
racy and reliability of the method, a series of computations must be performed, which 
are shown below.

(1) Word vector input

For sentiment analysis of Network public opinion, the word vector matrix is used as 
model input data. In this chapter, the output of the ERNIE model is used as the input of 
Text CNN with word vector dimension 768. the pre-trained word vectors are embed-
ded into the TextCNN model, and other corpora can also be used to obtain more prior 
knowledge. Through training, information closely related to the textual features of Net-
work opinion is available, where the sequence length of the input text is n.

(2) Local feature extraction

TextCNN converts text into one-dimensional data by a one-dimensional convolution 
technique to extract features from the text, a process that can be implemented with word 

(7)R = [R1,R2, ...,Rn]

Fig. 5 Joint model
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vectors. The convolution is consistent with the width and dimensionality of the word 
vector and can be self-determined in height. When the input sentence length reaches a 
certain value, a downward sliding trend occurs, which requires further analytical pro-
cessing of the current output to obtain more accurate and complete information. For 
the downward sliding, different windows are defined to extract different feature vectors. 
In the paper, the convolutional kernels in the convolutional layer are of three sizes, and 
the width of the convolutional kernels is the same as the dimension of the word vector is 
d , and the height is 2, 3, and 4 respectively. There are multiple convolutional kernels of 
each size. For a web opinion text of length n, the convolutional layer can learn the attrib-
utes of the text by using h sliding windows of different sizes to convolve the text input 
vector and also to obtain the text convolutional feature values using the positions of the 
convolutional kernels. The computation of the feature Ci is represented by the following 
equation:

where W  is the convolution kernel, which is a n× d dimensional weight matrix, b is 
the bias, Ri:i+h−1 is a sliding window consisting of rows i of the input matrix to extract 

(8)Ci = f (WRi:i+h−1 + b)

Fig. 6 TextCNN model structure
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features from different locations in the text, h is the height of the convolution kernel, f  
is the activation function, and is the first i feature extracted by a convolution kernel. The 
entire convolutional kernel extracts the text features individually along the sliding win-
dow to obtain a feature vector extracted by the convolutional kernel at C.

(3) Maximum pooling

The pooling operation usually consists of two parts: average pooling and maximum 
pooling. The TextCNN model adopts a maximum pooling strategy, which can extract 
the most representative features from multiple sliding windows and combine them to 
form a complete vector representation. In the process of Network opinion sentiment 
analysis, each text contains some worthless information, and through maximum pool-
ing, the most important keywords can be highlighted, thus assisting the model to locate 
the corresponding categories more easily. In this paper, the maximum pooling method is 
used, and the full feature vector is replaced by the maximum value in the feature vector 
C described above, and then the other same convolution kernels are used to convolve 
the obtained feature vector will also be implemented by maximum pooling to form a 
new feature vector S.

BiGRU 

The traditional neural network has a unidirectional information transfer, and although 
this structure is useful for learning tasks, it constrains the capacity of the neural network 
when modeling. In many practical tasks, the output of a neural network is related to 
the input of the current moment in addition to the output of the previous moment. In 
addition, the length of ordered data such as video, speech, and text is often non-contras-
tive and fixed, whereas antecedent neural networks need to have fixed dimensions to 
process the data, and it is difficult for general neural networks to handle temporal data. 
Therefore, more efficient models are needed to solve the timing problem. GRU is a gated 
recurrent unit widely used in the field of timing models. The GRU model can fully utilize 
the power of LSTM while implementing complex architectures at a very low cost and 
providing excellent performance. The GRU model consists of an update gate and a reset 
gate, with the former controlling the process of combining new input information with 
an existing memory, while the latter defines the amount of existing memory in the cur-
rent time step for more efficient information transfer.

The structural diagram of the GRU model is shown in Fig. 7:
The parameter update of the GRU network is calculated as follows:

1) Compute the update gate zt , where zt is the update gate state,σ is the sigmoid activa-
tion function, and Wz is the weight parameter of the update gate.

(9)C = [C1,C2, ...,Cn−h+1]

(10)Si = MAX{C} = MAX(C1,C2, ...,Cn−h+1)

(11)S = [S1, S2, ..., Sm]
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2) Compute the reset gate rt , where rt is the reset gate state,σ is the sigmoid activation 
function, and Wr is the weight parameter of the reset gate.

3) Compute the candidate state st , tanh is the activation function and Ws is the weight 
parameter of the candidate state.

4) Calculate the current moment hidden status ht.

(12)zt = σ(Wz × [ht−1, xt ])

(13)rt = σ(Wr × [ht−1, xt ])

(14)st = tanh(Ws × [rt × ht−1, xt ])

Fig.7 GRU model structure

Fig. 8 BiGRU structure diagram
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However, the one-way GRU does not consider the global semantic information of 
the text and cannot analyze the emotion better, so this paper uses Bidirectional Gated 
Recurrent Unit (BiGRU) to extract the overall feature extraction, the structure diagram 
is shown in Fig. 8, it is composed of 4 parts, the input and output information of the 
input layer, at each moment The input and output information of the input layer is trans-
mitted to the first hidden layer and the backward hidden layer synchronously at each 
moment, i.e., the information flows to the two GRU networks in opposite directions syn-
chronously, and the information transmission order of the output layer is determined by 
these two GRU networks in opposite directions.

From Fig.  8, it can be concluded that since the BiGRU model is composed of two 
GRU networks with different directions, the hidden layer states of BiGRU are obtained 
by weighted summation of the forward hidden layer state 

−−→
hi−1 and the reverse hidden 

layer state 
←−−
hi−1 at time t to achieve feature extraction, where Ri is the dynamic word vec-

tor output from the ERNIE model, and the calculation process of the BiGRU model to 
obtain the overall features is shown below.

Through the joint model of TextCNN and BGRU, this paper obtains the local feature 
matrix S(S = [S1, S2, ..., Sm]) and the overall feature matrix H(H = [H1,H2, ...,Hn]) of 
the public opinion data.

Parameter transfer

Transfer learning is a machine learning technique that transfers knowledge from one 
domain (source domain) to another domain (target domain) to make the target domain 
better, and finding commonalities between the two domains and applying them skillfully 
is the key. According to the difference of what to perform the transfer, it is categorized 
into four types: instance-based, feature-based, model-based (parameter-based), and 
relationship-based. In this paper, we will introduce parameter-based transfer, which can 
find parameters that can be shared between source and target domains by construct-
ing a parameter-sharing model, and migrate and transform these parameters effectively, 
because neural networks have a structure that can directly transfer parameters This 
method has been widely used in neural networks because of the structure of neural net-
works that can directly transfer parameters.

In this paper, we mainly divide into two parts: the source model and target model 
and use the TextCNN and BiGRU dual-channel model for feature extraction, where the 
TextCNN model extracts local features of text and the BiGRU model extracts overall 

(15)ht = (1− zt)× ht−1 + zt × st

(16)−→
hi = GRU(Ri,

−−→
hi−1)

(17)←−
hi = GRU(Ri,

←−−
hi−1)

(18)Hi = wi
−→
hi + vi

←−
ht + bi
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feature information. Firstly, the label-rich news data are used to obtain feature param-
eters using TextCNN and BiGRU dual-channel models, and the pre-training model can 
obtain the common language of the text, and then the parameters of the feature extrac-
tion layer of the pre-training model are migrated to the target extraction layer of the 
target model, and these parameters will be used as the initial values of the feature extrac-
tion layer of the target task, and then the model is trained with the public opinion data. 
The flowchart of transfer learning is shown in Fig. 9.

The process of using transfer learning for sentiment analysis of Network public opin-
ion is as follows:

(1) Creation of neural network models using the ERNIE model and the joint model of 
TextCNN and BiGRU, i.e., source models pre-trained on a large news dataset, i.e., 
pre-trained models;

(2) Build a target model which is designed like the pre-trained model except for the 
classification output layer, then add the attention mechanism and then add the 
attention mechanism and classification output layer whose output size is the num-
ber of categories in the web opinion dataset;

(3) The parameters of the pre-trained model feature layer are migrated to the target 
model feature layer and used as the initial parameters of the target model feature 
layer, and the parameters of the pre-trained model ERNIE are kept unchanged, and 
next, the parameters of the classification output layer of the target model will be 
initialized randomly to achieve the best results;

(4) Training by using labeled data in the target domain to optimize the model.

Attention and classification output

In opinion sentiment analysis, the text often contains a large number of emotional words, 
which play a key role in the sentiment tendency of the text, and the application of the 
attention mechanism helps the emotional words to be captured, thus improving the senti-
ment polarity of the text. In this paper, the local feature matrix extracted by the TextCNN 
model S(S = [S1, S2, ..., Sm]) and the overall feature matrix extracted by the BIGRU model 
H(H = [H1,H2, ...,Hn]) is subsequently applied using the self-attention mechanism, and 
then the feature vectors obtained by the attention mechanism are merged and finally pro-
cessed by applying the Softmax activation function to connect the whole system completely 

Fig. 9 Transfer learning flow chart
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and map them to the output classification results. For more details, please see the specific 
steps below.

1) First map each input to 3 different spaces to obtain 3 vectors: the query vector qi , the 
key vector,ki and the value vector vi:

2) The attention evaluation function is scaled dot product to obtain a sequence of output 
vectors:

3) Fusion of the feature vectors obtained by the attention mechanism:

4) Classification results of Network public opinion using Softmax activation function 
mapping:

where w is the fully connected layer weight and b is the bias term.

(19)QS = S ∗WQ
i

(20)QH = H ∗WQ
i

(21)KS = S ∗WK
i

(22)KH = H ∗WK
i

(23)VS = S ∗WV
i

(24)VH = H ∗WV
i

(25)MS = softmax

(

QSK
T
S√
d

)

VS

(26)MH = softmax

(

QHK
T
H√

d

)

VH

(27)M = [MS ,MH ]

(28)y = softmax(wT ∗ S + b)
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Experimental analysis
To better evaluate the effectiveness of the proposed multi-model fusion transfer learn-
ing-based method for sentiment analysis of Network public opinion, this part will 
analyze the environment in which the experiments are conducted, the data sets in the 
source and target domains, and the evaluation indexes, etc. Eight kinds of currently used 
comparative experiments for opinion analysis, such as word embedding models, model 
combinations, with and without attention mechanism, and with and without transfer 
learning, are selected in the experimental part.

Experimental environment and dataset

1. Experimental environment

The experiment selects the PyCharm development platform and uses Pytorch1.1.0 
deep learning framework for the implementation of a multi-model fusion transfer 
learning-based sentiment analysis method for Network public opinion, and the model 
mainly uses Python3.7 for code writing, and the experimental environment is shown 
in Table 1.

2. Experimental dataset

The source dataset is derived from the THUCNews dataset published by Tsinghua 
University Laboratory, which contains a large amount of information and results. It 
contains 200,000 news headlines in ten categories, with 20,000 news items in each 
category. To perform machine learning and predictive analysis on this sample, a Chi-
nese word separation method based on deep confidence networks is proposed. The 
data uses text as the input unit of the model, including 180,000 training sets, 10,000 
validation sets, and 10,000 test sets.

The target dataset is a short-text microblogging dataset during the outbreak, pro-
vided by the official CCF BDCI platform, based on 230 keywords related to “novel 
coronary pneumonia”, and extracted from one million tweets, with 100,000 manually 
annotated, classified into positive, neutral, and negative categories to better under-
stand the users’ situation.

Since the appeal dataset was not processed for data, the data may contain a large 
number of @ symbols, blank lines, and spaces. To improve the data quality, regular 
expressions are used in the text for denoising.

Table 1 Experimental environment

Experimental environment Environment configuration

Programming Languages Python 3.7

Deep Learning Framework Pytorch 1.1.0

CPU AMD R7-5800H

GPU NVIDIA RTX3060LP

Operating System Windows 10
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Table 2 Hyperparameters of the ERNIE model

Parameter Value

Attention_probs_dropout_prob 0.1

Activation Function Relu

Hidden_dropout_prob 0.1

Hidden_size 768

Initializer_range 0.02

Max_position_embeddings 513

Num_attention_heads 12

Num_hidden_layers 12

Type_vocab_size 2

Vocab_size 18,000

Table 3 Hyperparameters of the TextCNN model

Parameter Value

Hidden_size 768

Filter_sizes (2, 3, 4)

Num_filters 256

Activation Function Relu

Dropout rate 0.1

Pooling 1-max pooling

Batch size 128

Learning rate 5e-5

Pad size 32

Optimizer Adam

Criterion CrossEntropyLoss

num_classes class_list

Table 4 Hyperparameters of the BiGRU model

Parameter Value

Hidden_size 768

Bigru_hidden 768

Num_layers 2

Bidirectional True

Batch_first True

Dropout rate 0.1

Batch size 128

Learning rate 5e-5

Optimizer Adam

Criterion CrossEntropyLoss
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3. Hyperparameters of the model

The specifics of the hyperparameters of the model are shown in Tables  2, 3, 4, 
respectively.

Evaluation indicators

To evaluate the effectiveness of the model proposed in this paper for Network opin-
ion sentiment analysis, a series of tests were conducted, including the evaluation of 
accuracy, precision, recall, and F1-measure. The percentage of correctly predicted 
results in the total sample is called the accuracy rate. The proportion of positive sam-
ples that are correctly predicted in the actual predicted sample can be confirmed by 
the Precision. From the Recall, it can be seen that for positive samples, a method that 
can accurately predict the percentage of positive samples can be determined.

where TP describes a positive sample being correctly predicted, FN describes a posi-
tive sample being incorrectly predicted as a negative sample, FP describes a negative 
sample being incorrectly predicted as a positive sample, and TN describes a negative 
sample being incorrectly predicted as negative. If either accuracy or recall is considered 
separately as a measure of model performance, the F1-measure is a coordinated aver-
age between accuracy and recall, so the F1-measure is used to coordinate the two and is 
compatible with accuracy as well as recall.

Analysis of experimental results

To better evaluate the effectiveness of the proposed multi-model fusion transfer learn-
ing-based sentiment analysis method for Network public opinion, eight currently used 
comparative experiments for public opinion analysis, such as word embedding model, 

(29)A =
TP + TN

TP + TN + FP + FN

(30)P =
TP

TP + FP

(31)R =
TP

TP + FN

(32)F1 =
2PR

P + R
=

2TP

2TP + FP + FN

Table 5 Experimental comparison results of ERNIE with other word embedding models

Method Accuracy Precision Recall F1-measure

Word2Vec 0.898 0.891 0.885 0.888

BERT 0.916 0.908 0.902 0.905

TETBA 0.937 0.930 0.921 0.925
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model combination, with or without attention mechanism, and with or without transfer 
learning, were selected in this paper, and the specific experimental results and analysis 
are as follows.

Comparison of word embedding models

To study the effectiveness of the ERNIE model selected in this paper in terms of word 
embedding, two-word embedding models, Word2Vec and BERT, are selected for experi-
mental comparison with the ERNIE model, and the word embedding ERNIE model in 
the TETBA model proposed in this paper is replaced by the Word2Vec model and the 
BERT model respectively for experiments, and the experimental results are shown in 
Table 5.

From the experimental results in Table 5, it can be intuitively seen that the four evalu-
ation indexes using the ERNIE model as the word embedding model are the highest, and 
the four evaluation indexes using the WordVec model as the word embedding model is 
the lowest. the accuracy of the ERNIE model is improved by 3.9% and 2.1% compared 
with that of the Word2Vec model and the BERT model, respectively, and the F1-measure 
of the ERNIE model The main reasons are as follows: firstly, the Word2Vec model can 
only transform the text to a static word vector, which cannot solve the problem of mul-
tiple meaning words and cannot be dynamically optimized for specific tasks; secondly, 
the BERT model transforms the text into a dynamic word vector and uses the powerful 

Table 6 Experimental comparison results of the TETBA model and its decomposition model

Method Accuracy Precision Recall F1-measure

GRU 0.908 0.903 0.913 0.908

TextCNN 0.913 0.918 0.905 0.911

BiGRU 0.923 0.915 0.910 0.912

TextCNN-BiGRU 0.926 0.921 0.916 0.918

TETBA 0.937 0.930 0.921 0.925

Fig. 10 Experimental comparison results of the TETBA model and its decomposition model
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Secondly, the BERT model transforms text into a dynamic word vector and uses the 
powerful Transformer feature extractor for semantic representation, both from left to 
right and from right to left for bi-directional contextual representation; Finally, ERNIE is 
improved on the basis of BERT, which uses a large amount of data to model words, enti-
ties and entity relationships, compared with BERT, ERNIE learns more about the origi-
nal language signal and ERNIE can directly construct a cross-semantic knowledge unit, 
so it can improve the semantic expression of the model. In summary, the ERNIE model 
is feasible as a word embedding model.

Model combination comparison

To better demonstrate the effectiveness of the combined approach of the model in 
this paper, the model is split into the form of GRU, TextCNN, BiGRU single model 
and the form of TextCNN, BiGRU tandem model, and the text data is vectorized 
using the ERNIE model as word embedding, and the transfer learning method is also 
used in conducting the experiments and the model proposed in this paper is compari-
son, the experimental results are shown in Table 6 and Fig. 10.

Table 6 and Fig. 10 show the results of the comparison experiments on the split part 
of the model, and it can be seen from the results in Table  6 that the BiGRU model 
works best among the three single models, GRU model, TextCNN model, and BiGRU 
model, with an accuracy rate of 92.3%, and when the BiGRU model is concatenated 
with the model of TextCNN, the accuracy rate of the concatenated model increases by 
0.3 percentage points, and when the BiGRU model is concatenated with the model of 
TextCNN, the accuracy of the concatenated model increases by 1.4 percentage points, 
and the concatenated model works best. From the analysis of Fig. 10, it can be seen 
that the accuracy and F1-measure of all five models are on an increasing trend, the 
Precision is rising and then falling, and the Recall is falling and then rising. The rea-
sons for this analysis are mainly as follows: first, the GRU model ignores the contex-
tual information, and may make some adjustments to the hyperparameters to obtain 
the best performance; second, the TextCNN model uses different convolutional ker-
nel sizes to extract N-gram information from the text and then uses the maximum 
pooling operation to highlight the most critical information extracted from each con-
volutional operation, which can better Third, the BiGRU model consists of opposing 
GRU networks, which can better extract the overall features of the text. Finally, the 
parallel model structure is more comprehensive than the series model structure for 
extracting text features. In summary, the parallel model of BiGRU and TextCNN is 
chosen as the model with stronger analysis ability and results.

Table 7 Comparison results of experiments with and without attentional mechanisms

Method Accuracy Precision Recall F1-measure

TE-TextCNN-BiGRU 0.923 0.919 0.914 0.916

TETBA 0.937 0.930 0.921 0.925
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Comparison with and without attention mechanism

To better demonstrate the effectiveness of the attention mechanism in the model of 
this paper, the ERNIE model was used as word embedding to vectorize the text data, 
and then combined with transfer learning, the model with and without the attention 
mechanism was compared with experiments, and the experimental results are shown 
in Table 7.

According to the experimental data in Table  7, all four evaluation metrics of the 
model reached the highest level after using the attention mechanism, which is a sig-
nificant advantage compared with the model without the attention mechanism. 
Relative to the model without the attention mechanism, the accuracy rate increased 
by 1.4% and the Precision increased by 1.1% with the attention mechanism. This is 
because the attention mechanism can capture the emotional words of the text and 
improve their emotional polarity. In conclusion, the use of the attention mechanism 
in this paper can improve the accuracy of model sentiment analysis.

Comparison with and without transfer learning

To better demonstrate the effectiveness of transfer learning in this paper’s model, the 
ERNIE model was used to embed words into vectorized text data, and then the model 
with transfer learning and the model without transfer learning were compared and 

Table 8 Comparison results of experiments with and without transfer learning

Method Accuracy Precision Recall F1-measure

E-TextCNN-BiGRU 0.921 0.915 0.909 0.912

TETBA 0.937 0.930 0.921 0.925

Fig. 11 Effect of source domain dataset size on Transfer Learning
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analyzed in conjunction with the attention mechanism, and the experimental results 
are shown in Table 8.

The experimental results in Table 8 show intuitively that the model using transfer 
learning has higher accuracy, precision, recall, and F1-measure. Compared with the 
model without transfer learning, the accuracy of the model with transfer learning 
increased by 1.6% and the precision rate increased by 1.5%. The reasons for this are 
analyzed as follows. To a certain extent, transfer learning solves the problem of the 
lack of large amounts of labeled data in the field of sentiment analysis. By learning the 
existing knowledge of similar domains with a large amount of labeled data, the learn-
ing rate is significantly improved and the computational effort is reduced. In sum-
mary, this paper uses transfer learning well to improve the performance of the model 
in sentiment analysis.

Effect of source domain dataset size on transfer learning

To investigate the effect of the size of the source domain dataset on transfer learn-
ing, experiments were conducted with 50,000, 100,000, 150,000, and 200,000 pieces 
of data from the source domain to observe the effect of different numbers of source 
datasets on transfer learning, and the comparison results are shown in Fig. 11.

Figure 11 shows the effect of the different number of source domain datasets on the 
transfer effect, from which it can be analyzed that all four evaluation metrics of the 
model tend to improve as the source domain data increases, the accuracy rate improves 
at approximately the same rate, the F1-measure improves slowly and then at a faster rate, 
and the four evaluation metrics are highest for 200,000 data and lowest for 50,000 data. 
It can be seen that better transfer learning was obtained using a large amount of anno-
tated source data in the experiments.

Fig. 12 Effect of the size of the target dataset on the transfer effect
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Effect of target domain dataset size on transfer learning

To investigate the effect of target domain dataset size on transfer learning, experiments 
were conducted with 30,000, 60,000, 90,000, and 100,000 data extracted from the target 
domain to observe the effect of different numbers of target datasets on transfer learning, 
and the comparison results are shown in Fig. 12.

Figure 12 shows the effect of different numbers of target data sets on transfer learning, 
from which we can analyze that as the target domain data increases, all four evaluation 
metrics of the model show an increasing trend, in which accuracy first rises rapidly and 
then slows down, and recall first rises slowly and then accelerates. The rate of increase 
of F1-measure is the same, with the highest four evaluation metrics for 100,000 items 
and the lowest four evaluation metrics for 30,000 items. The four evaluation indexes are 
the lowest. It can be seen that the larger the number of target datasets for conducting 
experiments, the better the effect of transfer learning.

Effect of different epochs on transfer effect

To study the effect of the source domain model on transfer effect under different epochs, 
the values of the epoch are selected as 0, 10, 20, …, and 60 are trained on the source 
domain model, and the comparison results are shown in Fig. 13.

Figure  13 shows the effect of different epoch values on the transfer effect, from the 
Fig., it can be seen that with the increase of epoch value, all four evaluation indicators 

Fig. 13 Effect of different epochs on transfer effect

Table 9 Experimental comparison results with other baseline models

Method Accuracy Precision Recall F1-measure

BERT-BiGRU 0.901 0.882 0.874 0.878

CNN-GRU 0.909 0.901 0.903 0.902

BERT-DPCNN 0.913 0.909 0.905 0.907

RBR 0.916 0.910 0.910 0.910

TETBA 0.937 0.930 0.921 0.925
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are not always increasing, the four evaluation indicators of epoch in the interval of [0,10] 
all show an increasing trend; the four evaluation indicators of epoch in the interval of 
[10,60] all show a decreasing trend, where the four evaluation indicators in the interval 
of [10,50] The decline rate of the four evaluation indicators in the [10,50] interval is the 
largest, the decline rate of the four evaluation indicators in the [50,60] interval is the 
smallest, and the four evaluation indicators in the epoch value of 10 is the highest. The 
reasons for this are as follows: the source domain model is trained too many times, and 
the training time is too long and too powerful so that it works too well on the current 
data that it cannot be generalized to the target domain data anymore, thus generating 
the overfitting phenomenon. It can be seen that the transfer effect does not get better 
as the epoch increases, and the transfer effect is best when the source domain model is 
trained for 10 epochs.

Comparison with other baseline models

To effectively prove the validity of the TETBA model in this paper, the BERT-BiGRU 
model is selected [14], the CNN-GRU model [21], BERT-DPCNN model and RBR model 
[34] The four baseline models are the experimentally compared with the model in this 
paper, and the experimental results are shown in Table 9 and Fig. 14.

Table 9 and Fig. 14 show the experimental results compared with the other base-
line models, from the results in the table, it can be seen that the BERT-BiGRU model, 
the CNN-GRU model, the BERT-DPCNN model, and the RBR model have the best 
results among the four baseline models, with an accuracy of 91.6%, when using the 
BiGRU model in parallel with the TextCNN model and using transfer learning, the 
accuracy was improved by 2.1% and the F1-measure was improved by 1.5%. The 
analysis in Fig.  14 shows that all the evaluation metrics show an increasing trend, 
and it can be seen from the images that the rate of increase from the BERT-BiGRU 
model to the RBR model is smaller, the rate of increase from RBR to TETBA is larger, 
the rate of increase of F1-measure is a trend of accelerating, then slowing down and 
then accelerating, and the four evaluation metrics of TETBA are the highest, and 

Fig. 14 Experimental comparison results with other baseline models
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the analysis is mainly due to the following reasons. Firstly, the BERT-BiGRU model 
is using Bert model to extract multidimensional features and the bidirectional GRU 
model to obtain semantic code, CNN-GRU model is using local features generated 
by CNN and long-term dependency on GRU learning, therefore, the CNN-GRU 
model has higher recognition accuracy than BERT-BiGRU model. Secondly, DPCNN 
is a low-complexity word-level deep CNN for text classification, which can effec-
tively model long-term dependencies in the text; the RBR model uses BERT as word 
embedding and then uses RCNN combined with attention mechanism for further 
extraction of contextual features of comments and combined with multi-task learn-
ing, so the CNN-GRU model, BERT- DPCNN model and RBR model the generaliza-
tion ability of RBR model is a bit stronger. Finally, this paper uses the joint model of 
TextCNN and BiGRU for feature extraction and uses transfer learning to learn the 
existing knowledge, and the performance of the model is higher than that of the RBR 
model. In summary, the feature extraction model and the transfer learning analysis 
ability chosen for the model in this paper are stronger, which can better improve the 
accuracy and analysis performance of the model.

Discussions
In order to expand the scope of this work and enhance the reader’s comprehension of 
the research, this section will provide further explanations on the model analysis, data 
analysis, potential limitations analysis and other related aspects.

Model analysis: The computational patterns of deep learning models have expanded 
the realm of opinion analysis mining, offering a wide range of models applicable to 
research in this field. One such example is RoBERTa (A Robustly Optimized BERT Pre-
training Approach). RoBERTa is an improved and optimized model based on BERT, 
enhancing performance and robustness through modifications in training methods and 
hyper-parameter settings. Another model worth mentioning is GPT (Generative Pre-
trained Transformer). GPT is a Transformer-based language model primarily used for 
text generation, but it can also be utilized for sentiment analysis tasks. The latest version 
of GPT boasts powerful generative and linguistic comprehension capabilities. The selec-
tion of different models, customized to the problem scenarios, can aptly address various 
application requirements.

Data analysis: The selection of datasets and evaluation metrics plays a crucial role in 
opinion mining. In this paper, the selection of datasets from the source domain to the 
target domain takes into account various factors, including the relevance of the domain 
topic, the scale of the data, and the timeliness and reliability. As for performance evalu-
ation metrics, Accuracy, Precision, Recall, and F1-measure are chosen. These metrics 
assess the prediction level of a large percentage of events, high-risk events, and the abil-
ity to accurately capture and predict high-risk events, respectively.

Potential limitations analysis: Among various factors influencing model performance, 
the data scale has a significant impact. Generally, larger data can enhance the model’s 
ability to learn features, patterns, and generalization. However, if the data scale is too 
small, there is a risk of overfitting. In the case of traditional sentiment analysis mod-
els, choosing a small dataset may not cover an adequate range of sentiment types and 
semantic variations, thus limiting the model’s understanding and prediction of different 
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sentiments and expressions. The models may overfit the training data, resulting in poor 
generalization and limited applicability in real-world scenarios. Nevertheless, in this 
paper, multi-model fusion transfer learning can be employed to overcome some of these 
limitations to some extent. By leveraging existing large-scale datasets and pre-trained 
models, this approach improves the performance and generalization ability of models 
on small datasets, benefiting from the pre-existing knowledge and representation capa-
bilities of the pre-trained models. In summary, although there are still limitations in 
research using small datasets, the utilization of multi-model fusion transfer learning can 
mitigate some of these limitations and enhance model performance and generalization.

Future prospects: Using multi-modal fusion in research is currently a hot topic and 
trend. By combining image, video, and other public opinion data resources, we can fur-
ther leverage the advantages and potential of multi-model transfer learning. For image 
data, we can employ a convolutional neural network (CNN) during the multi-modal 
fusion stage to extract image features. These features can then be combined with text 
features for joint modeling. Regarding video data, a temporal sequential convolutional 
neural network can be utilized to capture temporal correlations and spatial features. 
This approach allows the model to utilize visual information from images and videos, 
enabling richer and more accurate sentiment analysis. In a multi-modal context, multi-
model fusion transfer learning can enhance the learning process by jointly extract-
ing features from different modalities. This also enables the model to benefit from the 
features learned from existing modalities and apply them during training for the tar-
get modality. The cross-modal feature transfer achieved through the fusion of different 
models helps the model better understand the connections and dependencies between 
different modalities. Consequently, this improves the model’s performance and generali-
zation capabilities.

Extended analysis: In order to broaden the scope of research, it is worth exploring 
ways to improve the accuracy of sentiment mining across various types of opinion data. 
For instance, one can attempt to integrate models of different dimensions in a flexible 
manner during model fusion. Additionally, different transfer strategies can be explored 
to create diverse transfer entities. Moreover, efforts can be made to enhance the capabil-
ity of handling different types of opinion data, catering to the varying requirements of 
information extraction, including differences in data structure, industry domains, and 
sentiment expressions.

Here, we present several ideas and thoughts regarding the next steps of our research 
work. We hope to conduct further in-depth research to propose more valuable solu-
tions. Simultaneously, we will incorporate relevant literature and expert opinions from 
the field to continuously optimize and improve our research content. These contribu-
tions will serve as references and directions for future research, promoting the develop-
ment and progress of this field.

Conclusion
In this paper, based on the problem of lack of a large amount of labeled data for deep 
learning, we propose a multi-model fusion transfer learning-based method for web 
opinion sentiment analysis, pre-training the label-rich news data, using a joint TextCNN 
and BiGRU model for feature extraction, in which the TextCNN model extracts the 
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local feature information of the text, and the BiGRU model performs the overall feature 
information The trained feature layer parameters are migrated to the opinion sentiment 
analysis model as the initial parameters of the web opinion sentiment analysis model, 
and then trained with the web opinion data. The results of eight sets of comparison 
experiments show that the web opinion sentiment analysis model based on multi-model 
fusion transfer learning achieves performance improvement on the public opinion task. 
In addition, with the development of the Internet, opinion data is not only text, but also 
pictures and videos are one of the ways people express their opinions, and it is hoped 
that multi-modal models can be studied to analyze the sentiment of text, picture and 
video data in the future.
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