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Introduction
It is a well-known fact that binary classification is a widely used technique for solving 
classification problems in machine learning. This technique involves training a model 
to differentiate between instances belonging to one of two classes. However, several fac-
tors such as class noise [1], class imbalance [2], and inadequate data [2] can significantly 
affect the performance of a binary classification model. Researchers have proposed 
various solutions to overcome these issues and improve the effectiveness of binary clas-
sification models. To achieve high classification performance, it is crucial for a binary 
classification model to perform well for both classes, not just the class of interest, which 
is typically the minority or positive class.

In some cases, machine learning algorithms may face difficulty in recognizing patterns 
within data when there is an insufficient number of instances present in one or both 
classes. While it is essential for practitioners to have an adequate number of instances in 
the class of interest, this is not always feasible in practice.
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In contrast to binary classification, one-class classification deals with instances 
from only one class. Two popular tasks in one-class classification are outlier detection 
and novelty detection [3]. Outlier detection and novelty detection are similar con-
cepts, but they differ in their objectives. Outlier detection identifies instances in a 
dataset that significantly deviate from the majority of the data due to various factors 
such as measurement errors, data entry errors, natural variability, and data diversity. 
Such outliers can have a substantial impact on the performance of a machine learn-
ing model, and detecting and removing them can help to enhance the accuracy of the 
model. On the other hand, novelty detection aims to identify new, unseen instances 
that are different from the training data, without requiring class labels. Applications 
of novelty detection include intrusion detection, fraud detection, and surveillance.

The number of credit card fraud incidents has been increasing annually due to the 
rapid growth of e-commerce [4]. As a result, the development of effective credit card 
fraud detection methods has become crucial. To improve these detection systems, 
access to datasets having both high volume and diversity of transactions is increas-
ingly necessary. In our study, we focus on the Credit Card Fraud Detection Dataset, 
which is an anonymized set of financial transactions that can be downloaded from the 
Kaggle website [5]. In this dataset, fraudulent transactions account for only 0.172% of 
the total records. We chose this dataset due to its real-world transaction content, high 
class imbalance, and potential to become a benchmark for credit card fraud detection 
[6].

When working with a dataset that has a binary class label, class imbalance is pre-
sent when there are significantly more instances in one class than the other. This cre-
ates a majority class, which is usually referred to as the negative class, and a minority 
class, which is usually referred to as the positive class. If the number of instances in the 
two classes differs greatly, such as in the case of high class imbalance, it can affect the 
outcome of a machine learning experiment. Researchers define high class imbalance 
as a condition where the ratio of minority to majority instances is between 1:100 and 
1:10,000 [7, 8].

Our work assesses the effectiveness of two different supervised learning classifica-
tion techniques, binary classification and one-class classification, on the Credit Card 
Fraud Detection Dataset. The goal is to determine which approach performs better in 
identifying fraudulent transactions. We employ eight classifiers during experimenta-
tion: CatBoost [9], Extremely Randomized Trees [10], Random Forest [11], XGBoost 
[12], Logistic Regression [13], One-Class Support Vector Machine (SVM) [14], One-
Class Gaussian Mixture Model (GMM) [15], and One-Class Adversarial Nets (OCAN) 
[16]. The first five classifiers are used for Binary-class classification (BCC), with the first 
four being Decision Tree-based ensembles. The last three (One-Class SVM, One-Class 
GMM, and OCAN) are used for one-class classification (OCC). To assess the effective-
ness of the classifiers, we use the area under the precision-recall curve (AUPRC) [17] 
and area under the receiver operating characteristic curve (AUC) metrics [18].

Our study evaluates the performance of BCC and OCC techniques and presents a 
comparison between these approaches for credit card fraud detection. To the best of 
our knowledge, this research is the first to do this for both techniques, in relation to the 
Credit Card Fraud Detection Dataset. We utilize four ensembles of Decision Tree, three 
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OCC algorithms, and Logistic Regression. Our results may prove valuable for future 
research in this field.

The remaining sections of this paper are organized as follows: section  Related work 
provides a review of related work; section Dataset presents an overview of the Credit 
Card Fraud Detection Dataset; section Classifiers discusses the classifiers being evalu-
ated; section Training and testing outlines the training and testing methodology used; 
section  Metrics describes the metrics used to assess classification performance; sec-
tion  Results and discussion presents the results and discusses their significance; and 
section Conclusion summarizes the main contributions of this work and provides rec-
ommendations for future research.

Related work
In this section, we examine research that focuses on detecting fraudulent instances from 
the Credit Card Fraud Detection Dataset. It is worth mentioning that the authors of 
these papers either employed their OCC algorithms in an unsupervised way, did not use 
the entire dataset, or did not indicate whether the entire dataset was used. In our meth-
odology for the OCC learners, we use the entire dataset for training and testing, which 
aligns with the primary goal of one-class classification. Furthermore, we utilize the OCC 
algorithms as supervised learners.

Li et al. [19] proposed a dynamic weighted entropy hybrid approach to address class 
imbalance. To balance the data, they used Random Undersampling (RUS) prior to train-
ing and applied One-Class SVM and Isolation Forest for one-class classification. They 
assessed the models using F1 score and AUPRC. The authors combined minority and 
majority samples to train anomaly detection models, such as Isolation Forest, One-Class 
SVM, and an autoencoder, leaving a low imbalance ratio overlapping subset of leftover 
samples. They utilized Random Forest, deep neural networks (DNNs), and other non-
linear classifiers on this subset. They applied Dynamic Weighted Entropy to balance the 
exclusion of minority class outliers and the imbalance ratio of the overlapping subset. 
The authors evaluated their method using the Credit Card Fraud Detection Dataset and 
six private datasets, testing six hybrid and six non-hybrid models, with the hybrids out-
performing the non-hybrids. The best performing model was a hybrid of an autoencoder 
and DNN, achieving F1 score and AUPRC values of 0.73 and 0.63, respectively. How-
ever, the authors did not provide information on the train-test procedure for the Ran-
dom Forest classifier, nor did they explain their approach to converting One-Class SVM 
predictive scores to probabilities, which is necessary for obtaining AUPRC scores since 
One-Class SVM lacks a built-in probability output.

Jeragh and AlSulaimi [20] assessed the performance of their proposed hybrid model of 
an autoencoder and One-Class SVM for one-class classification, as well as other models, 
including an individual autoencoder, individual One-Class SVM, and a different hybrid 
of an autoencoder and One-Class SVM. They used Precision, Recall, F1 score, and Geo-
metric Mean (G-mean) as metrics. The difference between the two hybrid models lies in 
the training of the One-Class SVM. In the authors’proposed model, the One-Class SVM 
is trained on the mean squared error between the input and output, while in the other 
approach, the One-Class SVM is trained directly on the output. In the authors’model, 
the input is first fed to the autoencoder, and then the input reconstruction error is 
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forwarded to the One-Class SVM. This model achieved the highest performance, with 
Precision, Recall, F1 score, and G-mean values of 0.938, 1, 0.9685, and 0.9998, respec-
tively. However, the authors’ paper would benefit from the inclusion of a Related Work 
section to better support their contribution.

Chandorkar [21] conducted a study to examine the effectiveness of three anomaly 
detection techniques: Local Outlier Factor, Isolation Forest, and One-Class SVM. Preci-
sion, Recall, and F1 score were the metrics used for evaluation. Only 10% of the Credit 
Card Fraud Detection dataset was used for the study. Local Outlier Factor and Isola-
tion Forest both achieved perfect Precision, Recall, and F1 scores of 1. However, Isola-
tion Forest had a higher accuracy of 0.9974 compared to Local Outlier Factor’s 0.9966. 
The paper lacks detailed information, and some crucial data is missing. For instance, the 
results of One-Class SVM were not provided, and the use of Accuracy as a performance 
measure is potentially misleading.

Bodepudi [22] conducted a study to evaluate the performance of Local Outlier Fac-
tor, Isolation Forest, and One-Class SVM, experimenting with the same anomaly detec-
tion classifiers used by Chandorkar [21]. However, this study only used Accuracy as a 
performance metric. Isolation Forest was found to be the best-performing model, with 
an Accuracy score of 0.9974. We note that relying solely on Accuracy as a performance 
measure is problematic, especially when dealing with highly imbalanced data, as it can 
mask poor classification of the minority class. The author’s paper is also lacking in spe-
cific details, such as information on their data preprocessing methods.

Ounacer et al. [23] conducted a performance comparison of three anomaly detection 
classifiers, namely Isolation Forest, Local Outlier Factor, and One-Class SVM, along 
with K-means clustering. The metric used for evaluation was AUC. Isolation Forest was 
found to be the top-performing model with an AUC score of 0.9168. However, using 
AUC as the only metric in a study can be misleading [24] when dealing with imbalanced 
data, as explained in Sect.  6. It is also unclear from the paper whether all 30 features 
were used in the experiment. Additionally, the authors did not mention their technique 
for converting One-Class SVM predictive scores to probabilities, which are necessary for 
deriving AUC scores.

Raza and Qayyum [25] compared the performance of their one-class classifier, a Vari-
ational Autoencoder model, with the performance of Decision Tree, SVM, and the Ada-
boost ensemble classifier. The metrics used were Recall, Precision, and F1 score. The 
autoencoder is ten layers deep, with normal transactions used for training. Abnormal 
(fraud) instances are detected by using the calculated reconstruction errors. Among the 
models, the autoencoder produced the highest Recall score (0.815) but the lowest Preci-
sion (0.742) and F1 score (0.776). In general, Adaboost produced the best performance 
results. The paper also shows the ROC curves for performances of the four methods. 
Adaboost has the highest AUC value (0.97) and Decision Tree has the lowest AUC value 
(0.89). We point out that no information is given on the train-test procedure for Deci-
sion Tree, SVM, and Adaboost.

Dornadula and Geetha [26] grouped customers according to their transactions and 
then profiled every card holder based on extracted patterns of behavior. The one-class 
classifiers used were Local Outlier Factor and Isolation Forest. In addition, the authors 
included the Logistic Regression, Decision Tree, and Random Forest classifiers. The 



Page 5 of 13Leevy et al. Journal of Big Data          (2023) 10:118 	

metrics used were Accuracy, Precision, and Matthews Correlation Coefficient. In addi-
tion to SMOTE [27], the authors determined that the use of Matthews correlation coeffi-
cient and One-Class classifiers were two effective means of addressing class imbalance in 
the dataset. Among the classifiers under evaluation, the authors observed that Logistic 
Regression, Decision Tree, and Random Forest were the top three performers. In this 
top group, Random Forest was the best performer, after the application of SMOTE, with 
best scores of 0.9998, 0.9996, and 0.9996 for Accuracy, Precision, and Matthews Cor-
relation Coefficient. We point out that the train-test procedure for Logistic Regression, 
Decision Tree, and Random Forest was not provided.

Porwal and Mukund [28] proposed an approach for detecting instances of credit card 
fraud by assigning a consistency score to each data point using an ensemble of clustering 
methods. The AUC and AUPRC were the two metrics used in the study, with AUPRC 
being the primary metric. Using their approach, the authors calculated AUC and 
AUPRC scores, and compared them with scores obtained by one-class classifier Isolation 
Forest. The mean AUC score for the proposed approach was 0.8937 versus that of 0.9482 
for Isolation Forest. The authors attribute the lower AUC score of their model to the 
fact that AUC presents an incomplete picture of performance for imbalanced datasets. 
The mean AUPRC score for the proposed approach was 0.2656 versus that of 0.1381 for 
Isolation Forest. In our view, the authors’proposed method does not involve a one-class 
algorithm.

Finally, Wu and Wang [29] proposed a model that uses an autoencoder as a genera-
tor for reconstructing transaction data and a fully connected neural network as a dis-
criminator to for fraud detection. The metrics used were Accuracy, Precision, Recall, F1 
score, and Matthews Correlation Coefficient. Local interpretability attempts to explain 
the decisions that a model makes about an instance, with the importance of input fea-
tures either plotted or visualized. The explainers are built using LIME [30]. Other mod-
els evaluated include One-Class SVM, Object-based Convolutional Neural Network, 
Copular-based Outlier Detector, autoencoder, and One-Class Adversarial Nets. The 
authors’model was the top performer, with an Accuracy of 0.9061, Precision of 0.9216, 
Recall of 0.8878, F1 score of 0.9044, and Matthews Correlation Coefficient of 0.8128, 
respectively. Strictly speaking, the authors’proposed model is not a one-class classifier, 
but the approach can be used for one-class classification.

As far as we are aware, our study is the first to examine the combined use of one-class 
and binary classification for both AUC and AUPRC metrics in relation to the Credit 
Card Fraud Detection Dataset. We further note that previous research related to our 
work typically focused on either AUC or AUPRC alone, or do not use them at all. More-
over, we observed that many of these previous studies provide insufficient information, 
which can hinder the reproducibility of their experiments.

Dataset
The Credit Card Fraud Detection Dataset was jointly published by Worldline and the 
Université Libre de Bruxelles (ULB), and comprises transactions made by European 
credit cardholders. It consists of 284,807 instances and 30 input features, with 28 of 
the 30 input features transformed using Principal Component Analysis (PCA) [31]. 
Two features, namely “Time”and “Amount,”were not transformed. “Time”represents 
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the duration in seconds between a transaction and the first transaction in the dataset, 
while “Amount”indicates the transaction value. Although “Amount”was normalized, 
“Time”was excluded from the analysis since it behaves like a unique identifier, which 
could lead to overfitting and impact the reliability of the results.

The dataset has a binary label, where 1 denotes a fraudulent transaction and 0 indi-
cates a non-fraudulent transaction. The dataset exhibits a high level of imbalance, with 
only 492 instances (0.172%) identified as fraudulent.

Classifiers
During experimentation, eight machine learning algorithms were utilized: CatBoost, 
XGBoost, Extremely Randomized Trees, Logistic Regression, Random Forest, One-
Class GMM, One-Class SVM and OCAN. These classifiers belong to diverse families of 
machine learning algorithms, enabling robustness and generalizability of the results. The 
first five algorithms are BCC learners that assign data into one of two classes or labels, 
and are widely applied in various domains. Conversely, One-Class GMM, One-Class 
SVM, and OCAN are OCC learners that train on data associated with a single class, 
while disregarding or rejecting data from other classes.

CatBoost, Extremely Randomized Trees, Random Forest, and XGBoost are types of 
binary classifier ensembles made up of Decision Trees [32]. A Decision Tree predicts the 
class label of a data instance by traversing from the root to a leaf node. Ensemble learn-
ing combines the strengths of multiple models to overcome their individual weaknesses 
and make more accurate predictions. CatBoost and XGBoost are ensembles that are 
trained sequentially using boosting [33]. CatBoost uses Ordered Boosting [34], an algo-
rithm that arranges the instances utilized by Decision Tree. XGBoost employs weighted 
quantile sketch and sparsity-aware function, where the former uses approximate tree 
learning [35] for merging and pruning processes and the latter exploits low-variance fea-
tures. Random Forest and Extremely Randomized Trees are ensembles that are trained 
independently using bagging [36]. Random Forest determines the best split values for 
Decision Trees systematically, while Extremely Randomized Trees chooses these values 
randomly. Logistic Regression is a binary classifier that generates a score indicating the 
likelihood of belonging to a particular class. It is a linear model that employs a sigmoid 
function to produce a result between 0 and 1.

One-Class SVM is an algorithm that constructs a hypersphere in high-dimensional 
space to encompass as many data points as possible from a single class, while excluding 
those that do not belong, as explained in literature. The center of the hypersphere is cal-
culated as the mean of the data points associated with the focused class, and the radius 
is set to enclose a specified percentage of data points. The algorithm then maximizes 
the distance between the hypersphere and the nearest data point that does not belong 
to the focused class, which becomes the decision boundary. One-Class SVM is popular 
because of its ability to handle high-dimensional data effectively and its robustness to 
noisy data [37].

One-Class GMM is an algorithm that is trained on a single class of data points and 
aims to identify outliers that deviate significantly from this class. It is a generative 
model that represents the data distribution as a weighted sum of multiple Gaussian 
distributions, where each Gaussian component represents a cluster of similar data 
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points. During training, the One-Class GMM learns the parameters of the Gaussian 
distributions, such as the mean and covariance, that best fit the focused class of data 
points. To classify a new data instance, the algorithm computes the likelihood that 
the instance belongs to the focused class, which is based on the probabilities of the 
instance being generated by each Gaussian component. If the likelihood falls below a 
certain threshold, the instance is considered an anomaly.

OCAN is an anomaly detection algorithm based on adversarial training [38]. It 
is designed to learn the underlying probability distribution of a single class of data 
points and distinguish between in-class and out-of-class samples. During training, the 
OCAN simultaneously trains a generator network [39] to produce realistic in-class 
samples and a discriminator network to classify whether a given sample is in-class 
or not. The generator network aims to generate in-class samples that are difficult for 
the discriminator network to distinguish from real in-class samples. The discrimina-
tor network, in turn, tries to differentiate between real in-class samples and generated 
samples. Through this adversarial process, the OCAN learns to identify the bounda-
ries of the focused class and differentiate between in-class and out-of-class samples. 
To classify a new data instance, the algorithm computes the distance between the 
instance and the focused class in the feature space. If the distance falls below a certain 
threshold, the instance is considered in-class; otherwise, it is an anomaly. For the pur-
pose of our experiments, instances from the majority class of the Credit Card Fraud 
Dataset are in-class, and the minority class instances are the anomalies.

Training and testing
For this study, the setup for the experiments involved utilizing a distributed comput-
ing platform comprised of nodes equipped with 16-core Intel Xeon CPUs, 256 GB 
RAM per CPU, and Nvidia V100 GPUs. Training and testing algorithms were imple-
mented using the Python programming language. CatBoost, XGBoost and OCAN 
were used as standalone libraries. Random Forest, Extremely Randomized Trees, 
Logistic Regression, One-Class SVM, and One-Class GMM were implemented within 
the Scikit-learn [40] library.

The data was divided into training and testing sets using an 80:20 ratio. For the 
OCC algorithms, instances from the minority class were excluded, and only instances 
from the majority class were used for training. The training phase employed the 
k-fold cross-validation method, with the model being trained on k-1 folds and tested 
on the remaining fold in each iteration to maximize data utilization. Stratification was 
applied to the cross-validation process to ensure proportional representation of each 
class across the folds. A value of k=5 was selected, with 4 folds allocated for training 
and 1 fold for testing. To minimize the risk of data loss caused by random sampling 
of instances from the majority class, 10 iterations of cross-validation were executed. 
This approach resulted in 50 performance scores per classifier for each metric.

To prevent overfitting in the Decision-Tree based classifiers, the Maximum Tree 
Depth parameters indicated in Table  1 were utilized. These depths were deter-
mined through preliminary experimentation. We utilized default values for all other 
parameters.
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Metrics
We rely on a confusion matrix (Table 2) in our work, where the minority class is typically 
the class of interest, and the majority class is its opposite class, i.e., positives and nega-
tives, respectively. The following are simple performance metrics [41], along with their 
definitions:

•	 True Positive (TP): the number of positive samples that are correctly identified as 
positive.

•	 True Negative (TN): the number of negative samples that are correctly identified as 
negative.

•	 False Positive (FP), also known as Type I error: the number of negative instances that 
are incorrectly identified as positive.

•	 False Negative (FN), also known as Type II error: the number of positive instances 
that are incorrectly identified as negative.

From these basic metrics, other performance metrics can be calculated as follows:

•	 Recall, also known as True Positive Rate (TPR) or sensitivity, can be computed as 
TP/(TP + FN).

•	 Precision, also known as positive predictive value, can be computed as TP/(TP + FP).
•	 False Alarm Rate, also known as False Positive Rate (FPR), can be computed as FP/

(FP + TN).

In order to gain a deeper understanding of the difficulties involved in evaluating machine 
learning models with severely imbalanced data, we utilized more than one performance 
metric. The two metrics we used, AUC and AUPRC, are described in detail below.

AUC, or the Area Under the Receiver Operating Characteristic (ROC) Curve, assesses 
the quality of a classifier by summarizing the balance between its TPR and FPR. The 

Table 1  Maximum tree depths used in experiments

Classifier Maximum tree depth

CatBoost max_depth=5
Extremely Randomized Trees max_depth=8
Random Forest max_depth=4
XGBoost max_depth=1

Table 2  Confusion matrix

Predicted class

Positive Negative

Actual class

 Positive True Positive (TP) False Negative (FN)

(Type II error)

 Negative False Positive (FP) True Negative (TN)

(Type I error)
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ROC curve illustrates the relationship between the TPR and FPR metrics. AUC evaluates 
the classifier’s performance by taking into account all potential classification thresholds 
along the ROC curve. This provides a comprehensive assessment of the model’s perfor-
mance, condensing it into a single value and enabling effective comparisons between dif-
ferent classifiers. AUC can take a value between 0 and 1, with a higher value indicating 
better classifier performance. A model that guesses randomly yields an AUC score of 0.5.

AUPRC, or the area under the precision-recall curve, quantifies the balance between 
Precision and Recall by plotting Precision against Recall for various classification thresh-
olds. AUPRC can also take a value between 0 and 1, with a higher value indicating better 
classifier performance.

Based on the definition of AUC, it can be inferred that having a significantly large 
number of true negatives in a dataset would result in an inconsequentially small number 
of false positives. However, the number of true negatives is not taken into account in 
the AUPRC definition. Therefore, in the case of an extremely imbalanced dataset such 
as the Credit Card Fraud Detection Dataset, AUPRC offers a more precise measure of 
the number of false positives [42, 43]. As a result, for this study, AUPRC is deemed more 
important than AUC.

It is worth noting that both AUC and AUPRC require class probabilities as inputs. 
However, One-Class SVM does not provide probability estimates for its predictions by 
default and requires calibration. To address this, we used sigmoid calibration and iso-
tonic regression as two different approaches. Sigmoid calibration involves adjusting the 
output predictive scores of the One-Class SVM algorithm using the Logistic Regression 
model. This enabled us to convert the One-Class SVM output scores into class prob-
abilities, specifically for the positive class. The approach is based on the work of Platt 
[44]. Sigmoid calibration is more flexible than isotonic regression, as it can capture non-
monotonic relationships between the scores and the probabilities. Isotonic regression is 
a non-parametric method that fits a piecewise-constant function to the output scores 
of the classifier. This function maps the scores to probabilities in a monotonic fashion, 
which means that a higher score always corresponds to a higher probability. Isotonic 
regression is generally computationally efficient and has the advantage of being model-
agnostic, meaning that it can be applied to any type of classifier. In the context of classi-
fier calibration, isotonic regression was first proposed by Zadrozny and Elkan [45].

We point out that the One-Class GMM algorithm inherently provides probability 
estimates for each data point by modeling the probability density function of the data 
using a mixture of Gaussian distributions. These probability estimates can be computed 
directly from the model parameters without the need for additional transformations 
or functions such as the sigmoid function. However, due to poor results for AUC and 
AUPRC in preliminary experiments, we used Logistic Regression (sigmoid calibration) 
with One-Class GMM. The OCAN classifier also natively produces output values that 
are probability estimates. It was not necessary to perform calibrations for OCAN.

Results and discussion
Table  3 presents classification results for experiments with the three OCC algo-
rithms for the AUC and AUPRC metrics. Each score shown in the table is the mean 
of 50 performance scores on the test folds. Among these models, One-Class GMM 
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achieved the highest AUC and AUPRC scores of 0.9496 and 0.4971, respectively. 
This indicates that One-Class GMM may be a promising algorithm for credit card 
fraud detection. In contrast, One-Class SVM with sigmoid calibration produced the 
lowest AUC score of 0.9084, while OCAN yielded the lowest AUPRC score of 0.3471.

Table  4 presents classification results for experiments with the five BCC algo-
rithms for the AUC and AUPRC metrics. Each score shown in the table is the mean 
of 50 performance scores on the test folds. Among these models, Logistic Regres-
sion achieved the highest AUC score of 0.9794, while CatBoost achieved the highest 
AUPRC score of 0.8567. Conversely, Random Forest recorded the lowest AUC score 
of 0.9620, while Logistic Regression recorded the lowest AUPRC score of 0.7490.

As previously explained, we prioritize the AUPRC scores in this study due to the 
ability of this metric to provide more informative results compared to the AUC 
scores. The BCC learners listed in Table 4 demonstrate mean AUPRC scores ranging 
from 0.8567 to 0.7490. Based on these AUPRC scores, CatBoost is the best algorithm 
for credit card fraud detection. We note that Logistic Regression has a lower AUPRC 
score than any of the Decision Tree-based ensembles. The OCC learners listed in 
Table 3 display a range of mean AUPRC scores between 0.4975 and 0.3471, signify-
ing a decline in classification performance. Specifically for credit card fraud detec-
tion, this decline could be due to the fact that one-class classification may struggle 
with identifying instances that deviate from the norm. This could include instances 
that are not fraud but are simply different from the majority of instances in the 
dataset.

Our findings imply that binary classification is a superior approach for detecting 
credit card fraud in comparison to one-class classification. However, we caution that 
our results pertain to one dataset, and more research will show whether our findings 
hold in general.

Table 3  Mean AUC and AUPRC scores by classifier for OCC type classifiers

Classifier AUC​ AUPRC

One-Class GMM (scores converted with Sigmoid Calibration) 0.9496 0.4971

OCAN 0.9409 0.3471

One-Class SVM (scores converted with Isotonic Regression) 0.9091 0.4165

One-Class SVM (scores converted with Sigmoid Calibration) 0.9084 0.3775

Table 4  Mean AUC and AUPRC scores by classifier for BCC type classifiers

Classifier AUC​ AUPRC

CatBoost 0.9751 0.8567

ET 0.9731 0.8097

Logistic Regression 0.9794 0.7490

Random Forest 0.9620 0.8069

XGBoost 0.9786 0.8549
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Conclusion
To the best of our knowledge, this paper is the first to assess one-class and binary 
classification techniques for AUC and AUPRC metrics, with regard to the Credit 
Card Fraud Detection Dataset. We employed several classifiers, including ensem-
bles of Decision Tree, Logistic Regression, One-Class SVM, One-Class GMM, and 
OCAN, and evaluated their performance. The results indicated that binary classifica-
tion is a better approach for detecting credit card fraud than one-class classification, 
with the BCC learners demonstrating mean AUPRC scores ranging from 0.8567 to 
0.7490, while the OCC learners displayed a range of mean AUPRC scores between 
0.4975 and 0.3471. CatBoost was the top performer, with an AUPRC score of 0.8567. 
The scores associated with the OCC learners point to a deterioration in classifica-
tion performance. The larger disparity between their AUPRC scores shows that the 
OCC learners have more difficulty identifying the minority class. Our study provides 
a foundation for future work in the field of credit card fraud detection. We note that 
the results are specific to our analysis of the Medicare Part D dataset and require fur-
ther investigation to determine their applicability for other datasets. Our methodol-
ogy can be expanded by applying it to evaluate other fraud detection datasets and 
incorporating additional one-class classifiers.
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