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Abstract 

Rotary machines are constructed and operated in diverse industrial environments and 
operate according to various specifications and characteristics. When rotary machinery 
constructed under dynamic real world environments is in operation, various types of 
vibrations are generated depending on the normal or defective state of the machinery. 
In this way, Numerous studies have been conducted on vibration analysis for diagnos-
ing the state of rotary machinery. However, Without performing robust data cleansing 
and comprehensive labeling of the internal and external state of complex machinery, 
the analysis process of the condition monitoring system faces difficulties in accurately 
identifying the various and complex states of rotary machines and making decisions in 
the dynamic real world. To overcome these limitations, this paper proposes Multi Com-
bination Pattern Labeling (MCPL) method. By simultaneously considering the complex 
internal and external states of rotary machines, MCPL generates detailed vibration 
frequency pattern criteria and labels for each state. Based on these complex pattern 
classifications, it is able to classify various types of abnormal states. The MCPL generates 
FFT patterns and spectrogram patterns by considering the simultaneous internal and 
external states of the rotary machine. Extracting internal and external patterns, each 
pattern is combined for identifying convergence patterns, named MCP. Each MCP pro-
ceeds labeling process, named MCPL, then MCPL dataset is structured. MCPL dataset 
is verified based on Deep Neural Network (DNN) and Convolutional Neural Network 
(CNN). By utilizing the DNN and CNN techniques to derive MCPL from MCP, it becomes 
possible to perform unbiased state diagnosis across a variety of patterns, based on the 
complex patterns of the internal and external states of the rotating machinery. Present-
ing high accuracy and stable results, MCPL are able to classify rotary machine states 
and detect anomalies under the convergence environment. Our source code and 
utilized data are available on https://​github.​com/​JEJES​BSB/​Journ​al-​of-​Big-​Data.
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Introduction
Rotating machines operating power account for more than 50% of the world’s electric-
ity consumption in the industrial environment [1]. These machines consist of different 
driving capacities and they are operated by various parts of machines such as bear-
ings, shafts, rotating bodies, belts, etc [2]. Rotary machines are categorized into small, 
medium, and large sizes based on their driving capacity. Specifically, machines with a 
power output below 15 kW are considered small, those with a power output ranging 
from 15 kW to 300 kW are classified as medium, and machines with a power output 
between 300 kW and 50 mW are categorized as large. While rotating machines are in 
operation,vibration is produced by rotational power and various inherent vibration 
characteristics and patterns appear depending on the condition of the rotating machine. 
While rotating machines are in operation,vibration is produced by rotational power and 
various inherent vibration characteristics and patterns appear depending on the condi-
tion of the rotating machine. However, the vibration patterns of a rotary machine exhibit 
various types not only for each fault in its components but also for each driving capacity. 
As the International Organization for Standardization(ISO). suggests acceptable RMS 
and PEAK values for maintenance activities based on standard vibration information 
considering the size of the machine, the range of vibration and allowable range can vary 
depending on the operating power of the device.

Research on fault detection and condition diagnosis of rotating machinery assumes 
that vibration data is collected for a single machine, despite the fact that rotating 
machinery is operated in various fields. [3–5] Also, even though the data is collected 
from different machines, there are diagnosed as the same failure without considering 
external factors, leading to limitations in diagnosing various parts for failures in diverse 
environments. The fault detection in rotary machines without simultaneously consid-
ering the internal and external environments of machines used in various domains has 
limitations in identifying detailed vibration types, which may result in misidentifica-
tion and Misdiagnosis of fault types as a different state even though it is the same state 
depending on the driving capacity.

Furthermore, performing a diagnostic on the condition of rotary machine without 
considering various internal and external vibration patterns may lead to unpredictable 
machine shutdowns and accidents, resulting in unexpected industrial and economic 
losses as well as fatal accidents and human casualties. For example, faults in rotary 
machines such as bearing defects or loose belts may not initially cause visible issues, but 
leaving them unchecked can lead to more significant problems over time. In the case 
of bearing defects, frictional forces arise at the contact points, while loose belts have 
insufficient tension and cause vibration. Both of these can initially cause slight noise and 
vibration, as well as heat generation, but if left unattended, they can lead to bearing and 
belt failure, resulting in complete failure of the rotating machinery. Failure to accurately 
identify the faults in the rotary machine and take appropriate measures in advance can 
ultimately result in a complete failure of the rotating machinery.

Therefore, a detailed diagnostic approach that takes into account the internal state and 
operational environment of rotating machines is necessary to accurately identify com-
plex vibration patterns and their corresponding labels. This enables unbiased, immedi-
ate, and precise condition diagnosis and decision-making even for various data patterns. 
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The Multi Combination Pattern Labeling(MCPL) methodology proposed in this paper 
considers both the internal rotary machine’s components and external driving capac-
ity of rotary machine to generate and combine detailed vibration patterns and labels for 
each state, aiming to diagnose the state of the rotary machine with high reliability. The 
MCPL enables the construction of learning datasets based on flexible patterns and labe-
ling, and the extraction of patterns and classification of labels through highly accurate 
learning dataset makes it possible to obtain unbiased and reliable results.

The following sections are described and represented as follows. Firstly, “Multi-Com-
bination Pattern Labeling(MCPL) Model” section shows MCPL architecture and illus-
trated method of each step. Thereafter, “MCPL Algorithm” section demonstrates MCPL 
implemented process algorithms based on proposed pattern extraction method. “Veri-
fication of MCPL model” section experiments classification of rotary machie states and 
anomaly detecrion and verifies MCPL datatset based on MCPL labels resulted from 
MCPL algorithm. Finally, “Conclusion and future work” section concludes with sum-
mary of this study and shows future direction for this work.

Related work
Recent technological breakthroughs of IT, such as Internet of Things, sensors, networks, 
and computer vision, have allowed monitoring the current mechanical state by collect-
ing and processing vibration signal data from sensors attached to lots of kind of objects 
[6–10]. Using the collected vibration signal data, vibration patterns from vibration signal 
frequency can diagnose current machine states and detect abnormal parts of machines 
real-time. To determine and classify the abnormal conditions, there are various vibra-
tion pattern extraction methods. Common methods for extracting vibration patterns 
include: (1) time domain feature extraction techniques using statistical values such as 
mean, variance, skewness, and kurtosis in time domain, and physical values such as RMS 
(Root Mean Square) and Peak-to-Peak [5, 11, 12]. (2) frequency domain feature extrac-
tion techniques such as fourier transform (TF) [5, 11, 13] transforming time domain 
into frequency values, short-time fourier transform (STFT) [14–16] extracting time-fre-
quency values by calculating frequency components for each time interval, and wavelet 
transform [17–19] simultaneously adjusting both frequency and time resolution.In addi-
tion, classification methods include binary classification model [3] that determines nor-
mal and failure states according to vibration feature values, a multi-classification model 
[20, 21] that can classify the various kind of faults, and deep learning-based classification 

Fig. 1  MCPL model architecture
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model using spectral images [16, 22, 23] according to the development of computer 
vision technology.

Kafeel et  al. [3] proposed a system for detecting healthy and faulty states of rotary 
machines using vibration signal analysis based on vibration data collected from 45KW 
three-phase induction motors. K.Gu et al.  [20] proposed a smart fault-detection approach 
that converts vibration data in the time domain to the chaotic domain to generate 3D cor-
relation features and extracts features through the Euclidean feature value(EFV) method 
for classifying four typical states of industrial bearings(normal state, outer ring faults, inner 
ring faults, and ball faults). M.J. Hasan et al. [22] generated composite color image through 
a signal-to-image conversion technique by fusing information from multi-domains and 
extract the characteristics of bearing failures trained a CNN to classify four states.(normal 
type (NT), inner raceway type (IRT), outer raceway type (ORT), and roller type (RT)).

Furthermore, fault classification technique are currently being researched for enhance the 
accuracy using various techniques, including signal data conversion, expansion of unbal-
anced datasets [24], utilization of small sample data [25], identification of new defect condi-
tions and new pattern relearning [26].

J. Li et  al. [24] proposed a DARNN-CBAM-CNN model that diagnoses rolling bear-
ing defects to solve the imbalanced datasets of existing studies have a limitation that 

Fig. 2  MCPL technique

Fig. 3  Original vibration signal data graph
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Fig. 4  FFT data graph

Fig. 5  FFT graphs showing the differences in vibration patterns by capacity based on FFT
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number of normal and fault sample is assumed to be same or similar. The DA-RNN(Dual-
stage Attention-based Recurrent Neural Network) expands imbalanced datasets, and 
CNN(Convolution Neural Network) model with an embedded CBAM(Convolutional 
Block Attention Module) structure classify fault using images converted from vibration sig-
nals. Under imbalanced data conditions, the proposed method achieves improved diagno-
sis accuracy compared to other intelligent fault diagnosis methods, such as those based on 
a neural networks, a machine learning, deep learning, and a DARNN-CNN without using 
CBAM.

Anil Kumar et  al. [25] presented a Novel Convolutional Neural Network(NCNN) for 
identifying bearing faults in rotary machinery from small datasets. The NCNN modifies 
the cost function of convolution neural network(CNN) to add sparsity cost to avoid unnec-
essary neuron activations in the hidden layer and combines modified CNN with transfer 
learning to identify bearing faults in small training samples. The proposed combination 
function shows better performance, with an accuracy of 91%, compared to a performance 
without transfer function learning which has an accuracy of 51%.

Wu et al. [26] identified novel defect conditions that previously undiscovered faults and 
learned new patterns through the convolutional neural networks and autoencoder (CNN-
AE) based incremental learning method. The signal data for normal and known Severity 
Level 1, unknown Severity Level 2 of two defects(misalignment, unbalanced) collected 
based on machinery fault simulator (MFS) are converted to spectrogram to label the fault 
situation with the working condition information of the rotating machine, and classify 
known defects and detect new patterns using the proposed model. As a result of the experi-
ment, the proposed model shows high performance in accurately detecting and identify-
ing previously novel defects even if a novel defect condition is discovered trough gradually 
trained.

As observed, majority studies on fault classification and prediction in rotary machines 
suggest methods to more accurately identify bearing faults, which represent the most com-
mon type of faults in these machines. [21, 25, 27] Rotary machines are operated by vari-
ous combinations of components and driven in different environments, yet existing studies 
classify only one or some components in a predetermined machine environment, result-
ing in limited flexibility for unexpected vibration types and patterns. Therefore, this paper 
proposes the MCPL labeling technique that considers both internal and external factors 
simultaneously.

Multi‑combination pattern labeling(MCPL) model
This paper suggests MCPL to solve the limitation of vibration pattern not considering 
various parts of machine and operation capacity state in the same time. The advan-
tage of MCPL is possible to consider multi-environmental aspects of rotary machines. 
MCPL produces robust multi combination patterns and labels capable of identifying 
both the inner vibration patterns of rotary machine parts and the external vibration pat-
terns at the same time, resulting in fluent and trustworthy dataset reflecting dynamic 
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Fig. 6  Graphs showing the differences in the vibration pattern by capacity based on spectrogram
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environments. Therefore, MCPL dataset is capable of classifying detailed vibration types 
and conducting situation-adaptive state diagnostics, without the limitation of specific 
type of rotary machines and operational environment. This section describes the whole 
process of the MCPL model for generating MCPL labels and datasets, from the pro-
cess of collecting data to the process of verifying the MCPL label dataset verification. 
Figure.  1 shows the entire process of the MCPL architecture. The process comprises 
four primary steps: Step 1 involves collecting raw signal data, followed by step 2, which 
involves data cleansing. Step 3 entails the use of Multi Combination Pattern Labeling 
(MCPL), and finally, in step 4, MCPL anomaly detection is performed. Figure. 1 shows 
the whole process of MCPL architecture.

•	 Raw signal data: The vibration raw signal data are collected from rotating machines. 
In the vibration signal data, only vibration waveform information is represented 
under the time domain. In the case of vibration generated from the rotating machine, 
it is available to identify current states of machine through vibration specific fre-
quency domain and its values. So, MCPL model perform cleansing data process, 
which is the process of frequency transformation.

•	 Cleansing data: MCPL first performs Fast Fourier Transform (FFT) and Short Time 
Fourier Transform(STFT) based frequency transformations process. The converted 
frequency values are input to MCPL to identify frequency patterns.

•	 Multi Combination Pattern Labeling(MCPL): MCPL has two modules, one is Multi 
Combination Pattern(MCP) module and the other is Multi Combination Pattern 
Labeling(MCPL) module. In the MCP module, FFT patterns are extracted from FFT 
values and Spectrogram patterns from STFT frequency images. After the FFT pat-
terns and Spectrogram patterns process, the Power pattern reflecting the outside 
environment of the rotary machine is identified from the FFT patterns and Spectro-
gram patterns. Each FFT pattern and Spectrogram pattern is combined with a Power 
pattern named the FFT-Power Multi Combination Pattern(F.P.MCP) and Spectro-
gram-Power Multi Combination Pattern(S.P.MCP). F.P.MCP and S.P.MCP input to 
the MCPL module. The MCPL module is a labeling process generating labels for the 
standard of the operating rotary machine’s state from combination patterns includ-
ing inner and outside frequency information. Then F.P. MCPL and S.P.MCPL data-
sets are constructed. F.P.MCPL and S.P.MCPL are available for outlier detection and 

Fig. 6  continued
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classification of rotary machine state according to inner vibration pattern types with 
outer vibration frequency patterns.

•	 MCPL anomaly detection: MCPL anomaly detection verifies F.P.MCPL and 
S.P.MCPL datasets through a deep learning anomaly detection process. DNN is 
applied for F.P.MCPL datasets and CNN for S.P.MCPL datasets. Deep Learning 
classifies labels to identify the rotary machine states and then the accuracy repre-
sents how well construct datasets from the MCPL process.

Data cleansing

Data cleansing converts the vibration signal data values to the frequency domain for esti-
mating the magnitude values of the frequency domain. In the data cleansing process of 
FFT, the frequency domain and the size of each frequency domain were stored. In STFT, 
Spectrogram images are extracted based on STFT values which visualize frequency dif-
ferences by the color density. Each of them becomes input data for the MCPL algorithm.

Multi combination pattern

The vibration data of the rotating machine is collected in chronological order, it 
was difficult to extract the characteristics to conduct an intrinsic semantic analysis 
only the vibration frequency values. In the case of vibration, the frequency pattern 
depends on the cause of frequency appearance situations. Thus, it is possible to iden-
tify vibration appearance types reflecting the machine’s states based on the frequency 
patterns. MCP module performs a pattern extraction process for frequency rotating 
machines’ inner and outside situation cognition. FFT patterns are derived from FFT 
values and Spectrogram Patterns are induced from Spectrogram images. Both reflect 
the vibration frequency patterns of the inner situation when rotating machines are in 
operation. Power patterns result from rotating machines’ power capacity, and out-
side information, representing rotating machines structured standards. After Pattern 
extraction, FFT ∼ Power MCP and Spectrogram ∼ Power Patterns MCP are generated 
by each of FFT Patterns and Spectrogram Patterns combining with Power patterns.

Fourier transform‑based FFT pattern

The FFT pattern method involves the extraction of a frequency pattern based on the fre-
quency values and the magnitude value of each frequency value. It is possible to classify 
the state of the rotating machine and detect outlier situations or patterns from specific 
vibration magnitude change and harmonic generation at specific frequency values.

STFT‑based spectrogram pattern

In the spectrogram pattern method, First SFTF is conducted for frequency transform. 
It considers the time domain and frequency domain at the same time. So the time 
domain of raw data is divided into several sections and then frequency conversion 
is performed to deduce the frequency magnitude per time in the frequency domain. 
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After STFT, spectrogram images are generated, and it is available to visualize the fre-
quency values. From the spectrogram, frequency patterns are extracted which is pos-
sible to consider the frequency values based on the time domain. The spectrogram is 
expressed in different colors depending on the magnitude of the frequency value, and 
color patterns in the spectrogram allow the classification of the state of the rotating 
machine and the decision of outlier criteria.

Power pattern

The capacity of a rotating machine depends on its size. The magnitude of the fre-
quency value varies concerning the capacity of the rotating machine, which exhibits 
different frequency pattern characteristics according to the power capacity represent-
ing the external machine information environment. Owing to these characteristics, 
even though the vibration data are collected from a rotating machine in the same 
state, the vibration frequency pattern is different with the same rotating machine 
state. In this study, the frequency pattern for each capacity is identified in the power 
pattern process. Thus, MCP this paper suggests combines the vibration frequency 
pattern and capacity power pattern with the FFT pattern and spectrogram pattern, 
respectively. Through the MCP method, it is not only possible to diagnose the state 
of the rotating machine using the internal vibration frequency pattern of the rotat-
ing machine but also to simultaneously extract the frequency pattern according to 
capacity information, which is external information, so that even if a similar pattern 
is detected, it is possible to detect flexible frequency patterns with detailed evidence.

Multi combination pattern labeling

The detailed MCPL module shown in Fig.  2. MCPL divides into F.P. MCPL process 
based on FFT ∼ Power MCP and S.P.MCPL based on Spectrogram ∼ Power MCP. Each 
of MCPL modules performs generating labels possible to classify internal pattern and 
external pattern at the same time. After labeling process, the final dataset is constructed 
for recognition of rotating machines states and outlier detection decision criteria. The 
MCPL detects the frequency pattern from the combination pattern reflecting the vibra-
tion data collected inside from the machine during operating the machine and exter-
nal rotary machine structured environment information. MCPL based labels presents 
more detailed and flexible situation recognition of rotary machines and outlier detection 
under dynamic environment frequency convergence patterns.

Algorithm for MCPL(MCPL Algorithm)
The data used in this study consisted of vibration data from mechanical facilities pro-
vided by AIHub, which were collected by vibration sensors attached to mechanical 
facilities installed in three urban railway stations(Daejeon Station, City Hall Station, 
Gapcheon Station). There are five types of rotating machine conditions including nor-
mal, bearing failure, rotation imbalance, axis misalignment, and loose belt which is 
operating states for each parts of rotary machine. Each vibration dataset consisted of 
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time and acceleration values and the length time of each data is 3 s which a sampling 
time is 4,000.

FFT, Spectrogram pattern and power pattern

The FFT and spectrogram methods were used to verify the pattern difference based on 
capacity explained in “Multi Combination Pattern” Section. 12,000 values from each 
vibration sensor data were stored at intervals of 0.00025 s for 3 s. As the raw signal data 
is shown in Fig. 3, it is constructed time and signal magnitude. The time-based raw sig-
nal data is difficult to identify the vibration frequency characteristic, so FFT transform 
process is essential to identify the vibration attributes. Figure 4 shows the result of the 
FFT transform. As shown in Fig.  4, it is available to extract patterns while extracting 
frequency values at each frequency domain. The Figs. 5 and 6 show pattern differences 
between the capacity of machines from frequency patterns based on rotary machine 
states. It indicates the necessity of detailed frequency patterns by not only extracting 
frequency patterns based on rotary machine operating states, but frequency patterns 
according to the power capacity of the rotary machine.

F.P.MCPL Algorithm
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This section describes the “FFT Pattern MCP algorithm” for the labeling pro-
cess. There are five modules, the first module is Data Cleaning, which analyzes the 
signal in the time domain from raw sensor signal data generated within the rotary 
machine. This is achieved by decomposing the signal into sine and cosine wave func-
tions through FFT, which transforms it into the frequency domain, and deriving the 
Fourier coefficients. The second module is the proposed Multi Combination Pattern 
Labeling(MCPL) technique, which derives combined labels by considering two states 
simultaneously, using the operation state and the environment state that represent the 
capacity of the previously labeled rotating machinery, as shown in Eq. (1). The third 
module generates a dataset for training by combining the Fourier coefficients(Input) 
extracted from the raw sensor signal data returned in the first module with the 
MCPL(Output) returned in the second module. The fourth module demonstrates 
the validation of the proposed F.P.MCPL by generating the FFT-based MCPL dataset 
through the trained DNN network using either a pre-generated dataset or real-time 
inputs of raw sensor signal data, operation state, and environment state. The details 
of building the model and verifying the MCPL will be described in the next chapter 
titled “Verification of MCPL model”. Verification of MCPL model.’ Finally, the system 
can be applied to classify the real-time state of rotary machine by converting incom-
ing signal data into FFT patterns and loading the built model.
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Table 1  DNN Model parameters

DNN parameter DNN1 DNN2 DNN3

Hidden layers [128,64] [128,64,32] [32,16,8 ]

Activation Relu

Output dense layers 37

Output activation Softmax

Optimizer Adam

Loss Categorical crossentropy

Batchsize 16

Epoch 100

Table 2  DNN Model accuracy & loss

Train accuracy Test accuracy Train loss Test loss

DNN1 1.00 0.99 0.00006 0.0001

DNN2 0.99 0.99 0.002 0.008

DNN3 0.99 0.99 0.002 0.003
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Fig. 7  DNN model performances
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S.P.MCPL Algorithm

Table 3  CNN model parameters

CNN model CNN1 CNN2 CNN3

Filters [16,128] [ 32,64 ] [ 50,100 ]

convolution kernels 3 5 3

Activation Relu

Padding Same

Drop out 0 0 0.25

Flatten dense layers 32 . .

Flatten activation SoftMax

Optimizer Adam Adam Nadam

Learning rate 0.001 0.002 0.001

Loss Categorical Crossentropy

Batchsize 16

Epoch 100
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Fig. 8  CNN1 Architecture
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Fig. 9  CNN2 Architecture
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Fig. 10  CNN3 Architecture
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This section describes the “S.P.MCPL algorithm”. The FFT transformation of the 
F.P.MCPL algorithm is effective for analyzing signals in the frequency domain, but 
it is not effective in determining when the frequency components exist in signal data 
that changes over time, such as in rotary machines. Thus, it is impossible to determine 
when a fault has occurred. Therefore, in this algorithm, the first module used is Time-
Frequency analysis through the STFT method, which divides the raw sensor signal data 
into short time intervals and performs a Fourier transformation on the data of each 
interval. Through this, a Spectrogram image based on STFT can be extracted that visu-
ally represents how the frequency components change over time and the color intensity 
of each pixel of the frequency value in spectrogram extract a value between 0 and 255 
for each channel. The second module is MCP Labeling, which derives combined labels 
that take into account both the operation state and environment state, similar to Eq. 
(1) mentioned in the “F.P.MCPL algorithm”. The third module create the Spectrogram 
Power Multi Combination Pattern Labeling(S.P.MCPL) dataset from the Spectrogram 
pixel values(Input) returned in the first module with the MCPL(Output) in the second 
module. The fourth module demonstrates the validation of the proposed S.P.MCPL by 
generating the STFT-Spectrogram-based MCPL dataset through the trained CNN net-
work using either a pre-generated dataset or real-time inputs of raw sensor signal data, 
operation state, and environment state. Finally, the system can obtain S.P.MC Pattern 
and S.P.MCP Label to classify the real-time state of the rotary machine by converting 
incoming signal data into Spectrogram image and loading the built model.

Verification of MCPL model
For sensor data, which are traditionally collected in chronological order, a long short-
term memory and recursive neural network-based model was conducted that can clas-
sify and predict labels by considering the passage of time and the importance of previous 
and subsequent data values in the time domain. However, frequency domain values and 
patterns is more important to consider patterns extraction and classification of them, 
rather than focusing on the importance of data values in the time domain. Therefore, 
MCPL dataset with frequency patterns and pattern criteria labels is appropriate for 
applying classification and pattern extraction model for verification of the dataset. 
Therefore, this paper used DNN for anomaly detection and classification of states to ver-
ify F.P. MCPL dataset and CNN for S.P. MCPL dataset.

DNN Verification for F.P. MCPL dataset

DNN classification model was applied to verify F.P. MCPL datasets. Since F.P. MCPL 
dataset is constructed of numerical values of frequency for F.P. Pattern, DNN model 
was used for verification process. Model parameters for DNN structures were set by 
changing the number of layers and epochs for the stable datasets learning. For DNN 

Table 4  CNN Model accuracy & loss

Train accuracy Test accuracy Train loss Test loss

CNN1 0.814 0.812 0.261 0.265

CNN2 0.817 0.808 0.258 0.266

CNN3 0.812 0.808 0.267 0.276
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Fig. 11  CNN model performances
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experiment, F.P.MCPL dataset size is 18,500 which constructed 500 data per each 
MCPL. train set with the size of 0.7 and test with the size of 0.3. Parameters and options 
are shown in Table 1. DNN1 has 128 and then 64 neurons for hidden layers, DNN2 is 
added to 32 neurons and DNN 3 has 32,16, and 8 layers. ReLU was applied for the acti-
vation function. In the process of the compile, all DNN is set to Adam for optimizer and 
categorical cross entropy for loss function for multi label classification. In learning step, 
the batch size is set to 16 (for memory problem) and epoch to 100.

Each accuracy and loss values are described in Table 2 and graphs are in Fig. 7 and it 
represented that F. P. MCPL labels makes adequate datasets for fluent anomaly detection 
and classification of rotary machine states under dynamic rotary machine environment.

CNN Verification for S.P. MCPL dataset

S.P. MCPL dataset is verified with CNN in that the dataset is constructed spectrogram 
images. For CNN experiment,S.P.MCPL dataset size is 42,992 which constructed 1000 
images per each MCPL. Train set with the size of 0.7 and test with the size of 0.3. CNN 
Models parameters were described in Table 3 and each architecture is shown Figs. 8, 9 
and 10. All CNN Models were constructed with two convolutional layers are stacked 
and there are padding to same option for available to border image learning. The pooling 
layers are set to (2,2) and activation function to ReLu. CNN1: Kernel size is 3 and each 
layers have 50 and the second layers have 100 filters. CNN2: Kernel size is 5 and each 
layers have 32 and the second layers have 64 filters. CNN3: Kernel size is 3 and each 
layers have 16 and the second layers have 128 filters. All pooling layer is constructed by 
flatten. CNN3 has 32 filters for dense layers different to CNN1 and CNN2. The output 
dense has 43 filters for available to classify 43 categories. In the compile step, CNN1: 
Optimizer is Nadam and learning rate is 0.001. CNN2: Optimizer is Adam and learning 
rate is 0.002. CNN3: Optimizer is Nadam and learning rate is 0.001. All the loss func-
tion of CNN model is categorical cross entropy for multi label classification. In learning 
step, the batch size is set to 16 (for memory problem) and epoch to 100. The results each 
model are described in Table 4 and graphs are shown Fig. 11, the accuracy of CNN1,2,3 
is 0.81∼0.82 and loss values are 0.25∼0.26.

CNN Confusion matrix

As results, there are tendency of misclassification due to lower accuracy than DNN 
Models. Accordingly, confusion report and matrix are calculated through test data 
prediction values to how and how to classify the MCP(combination patterns) and 
MCPL(combination pattern labels). As confusion report described in Table  5, 6, 7, 
almost 100% classification accuracy results on normal, bearing defect and rotation 
imbalance, while axis misalignment and belt looseness accuracy are lower than other 
states. In order to analyze these causes, the confusion matrix of axis misalignment 
and belt looseness defect is produced. Figure.  12 only considers states of the rotating 
machine,which is not adapting MCPL and Figure. 13 is the results according to MCPL. 
Figure. 12 represents that axis misalignment pattern is almost misclassified and confused 
with belt looseness combination patterns. However, as shown to Figure. 13, combination 
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Table 5  CNN1 Confusion report

Precision Recall f1-score Support

Axis_11 0.00 0.00 0.00 300

Axis_22 0.00 0.00 0.00 300

Axis_2d2 0.50 1.00 0.67 300

Axis_30 0.50 1.00 0.01 300

Axis_37 1.00 1.00 1.00 300

Axis_3d75 0.50 0.99 0.67 300

Axis_3d7 0.45 0.11 0.18 300

Axis_5d5 0.50 0.04 0.07 300

Axis_7d5 0.50 0.00 0.00 300

Bearing_11 1.00 1.00 1.00 300

Bearing_15 1.00 1.00 1.00 300

Bearing_18d5 1.00 1.00 1.00 300

Bearing_2d2 1.00 1.00 1.00 300

Bearing_3d7 1.00 1.00 1.00 300

Bearing_5d5 1.00 1.00 1.00 300

Bearing_7d5 1.00 1.00 1.00 300

Belt_11 0.50 0.96 0.65 300

Belt_15 0.50 1.00 0.67 300

Belt_18d5 0.50 1.00 0.67 300

Belt_22 0.50 1.00 0.67 300

Belt_2d2 0.00 0.00 0.00 300

Belt_55 0.50 1.00 0.67 300

Belt_5d5 0.50 0.01 0.01 300

Belt_7d5 0.49 0.87 0.63 300

Normal_11 1.00 1.00 1.00 300

Normal_15 0.99 1.00 1.00 300

Normal_18d5 1.00 1.00 1.00 300

Normal_22 1.00 1.00 1.00 300

Normal_2d2 1.00 0.99 1.00 300

Normal_30 1.00 1.00 1.00 300

Normal_37 1.00 0.00 1.00 300

Normal_3d75 1.00 1.00 1.00 300

Normal_3d7 1.00 0.99 0.99 300

Normal_55 1.00 1.00 1.00 300

Normal_5d5 1.00 1.00 1.00 300

Normal_7d5 1.00 1.00 1.00 300

Rotating_11 1.00 1.00 1.00 300

Rotating_15 1.00 1.00 1.00 300

Rotating_22 1.00 1.00 1.00 300

Rotating_2d2 1.00 1.00 1.00 300

Rotating_3d7 1.00 1.00 1.00 300

Rotating_55 1.00 0.99 1.00 300

Rotating_5d5 1.00 1.00 1.00 300

Accuracy 0.81 12898

Macro avg 0.77 0.81 0.76 12898

Weighted avg 0.77 0.81 0.76 12898
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Table 6  CNN2 Confusion report

Precision Recall f1-score Support

Axis_11 1.00 0.00 0.01 300

Axis_22 0.45 0.35 0.39 300

Axis_2d2 0.39 0.11 0.18 300

Axis_30 0.47 0.65 0.54 300

Axis_37 1.00 1.00 1.00 300

Axis_3d75 0.49 0.97 0.65 300

Axis_3d7 0.48 0.90 0.36 300

Axis_5d5 0.48 0.75 0.59 300

Axis_7d5 0.00 0.00 0.00 300

Bearing_11 1.00 1.00 1.00 300

Bearing_15 1.00 1.00 1.00 300

Bearing_18d5 1.00 1.00 1.00 300

Bearing_2d2 1.00 1.00 1.00 300

Bearing_3d7 1.00 1.00 1.00 300

Bearing_5d5 1.00 1.00 1.00 300

Bearing_7d5 1.00 1.00 1.00 300

Belt_11 0.44 0.20 0.27 300

Belt_15 0.50 1.00 0.67 300

Belt_18d5 0.50 1.00 0.67 300

Belt_22 0.47 0.57 0.51 300

Belt_2d2 0.48 0.82 0.61 300

Belt_55 0.42 0.25 0.32 300

Belt_5d5 0.23 0.01 0.02 300

Belt_7d5 0.26 0.03 0.06 300

Normal_11 1.00 1.00 1.00 300

Normal_15 0.99 1.00 0.99 300

Normal_18d5 1.00 1.00 1.00 300

Normal_22 1.00 1.00 1.00 300

Normal_2d2 1.00 1.00 1.00 300

Normal_30 1.00 1.00 1.00 300

Normal_37 1.00 1.00 1.00 300

Normal_3d75 1.00 1.00 1.00 300

Normal_3d7 1.00 1.00 1.00 300

Normal_55 1.00 1.00 1.00 300

Normal_5d5 1.00 1.00 1.00 300

Normal_7d5 1.00 1.00 1.00 300

Rotating_11 1.00 1.00 1.00 300

Rotating_15 1.00 0.99 0.99 300

Rotating_22 1.00 1.00 1.00 300

Rotating_2d2 1.00 1.00 1.00 300

Rotating_3d7 1.00 1.00 1.00 300

Rotating_55 1.00 1.00 1.00 300

Rotating_5d5 1.00 1.00 1.00 300

Accuracy 0.81 12898

Macro avg 0.79 0.81 0.77 12898

Weighted avg 0.79 0.81 0.77 12898
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Table 7  CNN3 Confusion Report

Precision Recall f1-score Support

Axis_11 0.62 0.02 0.03 300

Axis_22 0.40 0.01 0.03 300

Axis_2d2 0.50 0.36 0.41 300

Axis_30 0.50 0.95 0.65 300

Axis_37 1.00 1.00 1.00 300

Axis_3d75 0.50 0.94 0.66 300

Axis_3d7 0.49 0.13 0.20 300

Axis_5d5 0.47 0.17 0.25 300

Axis_7d5 0.50 1.00 0.67 300

Bearing_11 1.00 1.00 1.00 300

Bearing_15 1.00 1.00 1.00 300

Bearing_18d5 1.00 1.00 1.00 300

Bearing_2d2 1.00 1.00 1.00 300

Bearing_3d7 1.00 1.00 1.00 300

Bearing_5d5 1.00 1.00 1.00 300

Bearing_7d5 1.00 1.00 1.00 300

Belt_11 0.49 0.81 0.61 300

Belt_15 0.00 0.00 0.00 300

Belt_18d5 0.50 0.99 0.67 300

Belt_22 0.50 0.98 0.66 300

Belt_2d2 0.50 0.64 0.56 300

Belt_55 0.47 0.02 0.04 300

Belt_5d5 0.53 0.07 0.12 300

Belt_7d5 0.50 0.87 0.63 300

Normal_11 1.00 1.00 1.00 300

Normal_15 1.00 0.99 1.00 300

Normal_18d5 1.00 1.00 1.00 300

Normal_22 1.00 1.00 1.00 300

Normal_2d2 1.00 1.00 1.00 300

Normal_30 1.96 1.00 0.98 300

Normal_37 1.00 1.00 1.00 300

Normal_3d75 1.00 1.00 1.00 300

Normal_3d7 1.00 1.00 1.00 300

Normal_55 0.91 1.00 0.95 300

Normal_5d5 1.00 1.00 1.00 300

Normal_7d5 1.00 1.00 1.00 300

Rotating_11 1.00 1.00 1.00 300

Rotating_15 1.00 1.00 1.00 300

Rotating_22 1.00 1.00 1.00 300

Rotating_2d2 1.00 1.00 1.00 300

Rotating_3d7 1.00 1.00 1.00 300

Rotating_55 1.00 0.90 0.95 300

Rotating_5d5 1.00 1.00 1.00 300

Accuracy 0.81 12898

Macro avg 0.80 0.81 0.77 12898

Weighted avg 0.80 0.81 0.77 12898
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pattern of axis misalignment state is more classify and easier confusing problem with 
belt looseness. As a results, MCPL pattern extraction and labeling overcome the miss-
classificaion in specific states and it deduces stable results by detailed MCP and MCPL 
labels.

Conclusion and future work
This paper suggested MCPL that constructs the learning dataset necessary to deduce 
accurate diagnosis of rotating machinery conditions. MCPL extracts detailed com-
bination patterns of machinery states and operation power that is possible to over-
come the limitation of only considering binary faults (normal or defect), one part of 
defects and not considering the external environmental factors related to the rotating 
machinery despite the possibility of identifying distinct vibration patterns by opera-
tional capacity under identical conditions. MCPL conducts the process of extracting 
combination patterns, labels, and learning data sets based on 1. Numerical data and 
2. Spectrogram images. 1. MCPL proceeds the FFT to deduce specific vibration pat-
terns based on numerical frequency values. 2. MCPL generates spectrogram images 
based on STFT time-based frequency values for detecting the vibration patterns 
based on frequency images. After the process of generating a learning dataset con-
structed with combination patterns and each label, 1. DNN is adopted for perfor-
mance evaluation on FFT-based learning dataset and 2. CNN on spectrogram image 
datasets. DNN shows an accuracy of 0.99 and the loss of 0.0006 and 0.002. CNN pre-
sents an accuracy of about 0.82 and a loss of about 0.2  0.3. The confusion matrix. 
After CNN performance evaluation, the confusion matrix of the recall and F1 score 
are calculated for identifying the cause of the lower accuracy than DNN. Several types 
of patterns and label characteristics between axis alignment defect and belt loose-
ness are identified. According to the CNN2 model confusion matrix, there are 258 out 
of 300 misclassifications of axis alignment-3.7kW defect to belt looseness-7.5kW. On 
the contrary, 75 of belt looseness - 7.5kW is misclassified to axis alignment-3.7kW. 
In addition, it is identified that 6 kinds of combination patterns of axis alignment 
defect and belt looseness are mutually misclassified. Accordingly, It is confirmed that 

Fig. 12  Only considering States of rotary machine
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Fig. 13  Axis & Belt MCPL confusion matrix
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the axis alignment defect can be classified almost not classified when only consider-
ing the inner states of the rotation machine, and more detailed combination pattern 
extracting is essential for the identification of misclassification causes. In the next 
study, we continuously perform detailed combination pattern and labeling studies for 
more accurate vibration-based diagnosis results. This continuously improved MCPL-
based technology would be integrated and expanded to convergence adaptive diag-
nostic systems with possible to extract various combination patterns in various parts 
of the machine and operation environment.
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