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Introduction
Breast cancer is among the most common types of cancer worldwide. Although it occurs 
mostly after the age of 40, some women with high-risk features may develop breast can-
cer at a younger age. Breast cancer is usually seen in women, but it can also be found in 
men, although it is rare. In countries with a low or medium Human Development Index, 
the breast cancer mortality rate is 48%. This rate is four times higher than in countries 
with high or very high human development indicators [1]. Early diagnosis of breast can-
cer with effective screening programs positively affects the breast cancer treatment pro-
cess. Mammography screening has significantly reduced breast cancer mortality rates in 
high-income countries
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Cancer is a malady where cells become abnormal and make more cells uncontrollably. 
Breast cancer begins in the tissues that make up the breasts. Tumors are classified into 
two groups: benign or malignant. Benign tumors are not considered cancerous and do 
not spread throughout the body. Malignant tumors divide cells and damage surrounding 
tissues. When cancerous cells spread outside the breast, they usually settle in the lymph 
nodes under the armpit. From there, they are distributed throughout the body through 
lymph and blood circulation.

It is very important to identify cancerous cells in advance and to take the necessary 
precautions in the initial stages. In addition to methods such as mammography, mag-
netic resonance imaging (MRI), ultrasound and tomography, a biopsy by taking a piece 
of the cancerous cell gives definite results. Pathologists make decisions to try to clas-
sify benign, malignant, and normal tissues by examining these cells. Since the analysis of 
these histopathological images is tedious and time-consuming, computer-aided decision 
support mechanisms will be very helpful in this area. The knowledge and care of pathol-
ogists throughout the examination of these samples are of great importance for the diag-
nosis to be made correctly. Computer-aided software can reduce the risk of pathologists 
making wrong decisions due to factors such as possible fatigue and carelessness. This 
allows experts to focus on difficult-to-diagnose cases.

Decision support, expert, computer-aided design (CAD) soft computing and decision 
based systems developed with machine learning can help doctors diagnose diseases at 
early stages [2]. In addition to shortening the cost and waiting time, they also prevent 
incorrect decisions made by medical personnel. The main purpose of CADs is to com-
bine human experience and technological knowledge to obtain more precise diagnoses. 
As a result, doctors can provide the necessary treatment by using these technologies.

Literature overview
In his study, Poyraz [3] applied data mining methods to the Wisconsin breast cancer 
dataset and compared the results according to performance criteria. The J48 algorithm, 
Decision Tree algorithm, Naive Bayes, logistic regression and K-Star methods were used 
in the Waikato Environment for Knowledge Analysis (WEKA) working environment. He 
stated that the best accuracy value was obtained with logistic regression.

Iseri [4] worked on diagnosing breast cancer by applying machine learning methods to 
mammogram images. The study was carried out in two stages: the detection of micro-
calcification regions in the mammogram images and the classification of these regions 
according to whether they are malignant or benign. A software called Breast Cancer 
Detection System (BCDS) was developed in the MATLAB environment. The software 
was able to detect breast cancer by using four feature extraction methods, multilayer 
neural network and support vector machines as classifiers.

In his study, Şık [5] investigated the effect of data mining applications on the early diagno-
sis of cancer. Various classification methods such as Bayesian Networks, Naive Bayes, mul-
tilayer perceptron, logistic regression, probabilistic gradient descent, Sequential Minimal 
Optimization, IB1, K-Star, PART, Logistic Model Trees and random forests were applied 
to the Wisconsin Breast Cancer dataset in the WEKA environment. When comparing the 
classification results, parameters such as Kappa statistic, accuracy, precision, sensitivity, 
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F-measure and receiver operating characteristic (ROC) area were taken into account. He 
achieved 97.40% accuracy.

Bazazeh and Shubair [6] applied support vector machines, random forest and Bayesian 
network methods to the Wisconsin breast cancer dataset in their study on the early detec-
tion of breast cancer. In this study, in which WEKA software was used, Bayesian Networks 
showed the best performance according to specificity and sensitivity values. Considering 
the ROC curve parameter, the random forest method gave the best results. In terms of 
accuracy, originality and precision, support vector machines showed the best performance.

In their study, Sherafatiyan [7] used miRNA datasets of breast cancer and utilized tree-
based classification models to identify minimal biomarkers. In addition to the suggested 
biomarkers, the ultimate significant microRNAs in breast cancer prediction have been 
described.

On the other hand, Turgut et  al. [8] performed data classification by applying various 
machine learning methods on two different microarray breast cancer datasets. The authors 
aimed to diagnose cancer with high accuracy by using random logistic regression and itera-
tive feature elimination feature selection methods. Support vector machines performed 
best in two microarray breast cancer datasets after applying two different feature selection 
methods.

Dhahri et al. [9] worked on machine learning algorithms for automatic detection of breast 
cancer. They explained that combining feature-based preprocessing methods and classifica-
tion algorithms can give better results in the diagnosis of breast cancer.

Tseng et  al. [10] conducted a study on determining breast cancer metastasis using 
machine learning technologies. They determined that the random forest-based machine 
learning model is the most appropriate method to predict breast cancer metastasis at least 
three months in advance.

Magna et  al. [11] studied the use of machine learning, deep learning and word inser-
tion applications in the classification of breast cancer by using the medical history of the 
patients. They tried to put forward a recommendation system that supports the physician’s 
decision making.

Reddy et al. [12] used the deep neural networks (DNNs) method with support value for 
the diagnosis of breast cancer. The experimental results show that the proposed DNNs got 
better results than the existing methods.

Saxena and Gyanchandani [13] examined machine learning methods to make computer-
assisted breast cancer diagnoses using histopathology. After examining many different 
approaches, it was seen that machine learning studies on breast cancer generally focused on 
deep learning.

Kayikci and Khoshgoftaar [14] previously studied the same breast cancer dataset. In their 
previous work, they created a multimodal structure for data from multiple sources. Later, 
this model was tested on different machine learning methods. They achieved 82% accuracy 
in decision trees, 90% in random forests and 88% in support vector machines.

Materials and methods
Dataset

There are 1980 patient records in the METABRIC dataset [15]. These data come from 
three different sources: clinical data, copy number alteration (CNA) data, and gene 
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expression data. As the output classification data, the value of long-term survivors was 
defined as 1 (491 records), and the data of short-term survivors was defined as 0 (1489 
records). The threshold value between short-term and long-term is five years.

During the preprocessing of genetic and CNA data, unknown and null values were 
arranged with a weighted neighbor algorithm. In gene data, output values are assigned 
as − 1 for under-expressed genes, 0 for baseline genes, and 1 for over-expressed genes. 
CNA attributes have five discrete values ( − 2, − 1, 0, 1, 2). Normalization was applied to 
clinical data and scaling was done in the range of [0, 1].

Since the feature number of CNA data is 26,000 and the feature number of genetic 
data is 24,000, the most important ones among these features are selected and reduced. 
For this purpose, the Maximum Relevance—Minimum Redundancy (MRMR) algorithm 
was used. At every iteration, the goal is to choose the most relevant property relating 
to the objective variable and the least redundant property that has been chosen at prior 
iterations. The affinity of an attribute f at the i-th loop is calculated as the F-statistic 
among the attribute and the objective variable. The redundancy is the mean (Pearson) 
correlation among the attribute and all the attributes that have been chosen at previous 
loops defined in Eq. 1 [14]. In the end, the number of genetic features was reduced to 
400 and the number of CNA features to 200. In clinical data, 25 features were used.

Attention mechanism

Attention is a cognitive function for humans. An important feature of human perception 
is that it can focus only on the necessary part, rather than processing all the information 
completely at once [16]; for example, when human perception looks at a scene, it focuses 
on a certain region, ignoring unnecessary data to extract the information it needs [17]. 
The attention model that emerged from this was first introduced for the machine trans-
lation problem [18] and has become an important concept in the neural networks litera-
ture for other application areas [19]. Although the principle of attention models is the 
same, researchers have made some changes and improvements to better adapt attention 
mechanisms to specific tasks [20].

Attention mechanisms are so important that they are ubiquitous and a necessary compo-
nent of neural machine learning systems [21, 22]. Neural processes that require attention 
have been extensively studied in neuroscience and computational neuroscience. One issue 
that has been studied in particular is visual attention: many animals focus on certain parts 
of their visual input to calculate adequate responses. This principle has a huge impact on 
neural computation, as it is necessary to select the most important information rather than 
using all available information, much of it unrelated to calculating the neural response. An 
example with the creation of image captions can be given to explain the attention mecha-
nism. The Convolutional Neural Network (CNN), which can also be considered as the clas-
sical method, was the method used for this method. In the next stage, the Recurrent Neural 
Network (RNN) further developed this phenomenon. But the problem with these methods 
is that when the model tries to construct the next word of the caption, that word will usu-
ally only describe a part of the image. But with the attention network or mechanism, the 

(1)scorei(f ) =
F(f , target)

�s∈features selected until(i−1)|corr(f , s)|/(i − 1)
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image is first divided into n pieces and the h1, . . . , hn of each piece is calculated with a CNN 
representation. When the RNN creates a new word, the attention mechanism focuses on 
the relevant part of the image, so the decoder uses only certain parts of the image.

Proposed model

The data first passes through two separate CNNs simultaneously. Kernel sizes in these lay-
ers are 3 and 2, and initial values are assigned with the Glorot normal initializer.

The number 1 is used for the stride value for fixed values of bias. At the end of the convo-
lution, two different feature maps are created. The Rectified Linear Unit (ReLU) activation 
function was used as the activation function. After the convolutional layer, attention, max-
pooling and flatten layers are applied as shown in Fig. 1.

The attention layer creates the attention-weighted matrix over the values from the bicon-
volutional layer. Cross-modality matrices are computed over CNA and genetic data as 
an example below. Max pooled features for CNA are represented by cna and for genetic 
expression data is gen respectively.

After these matrices are created, probability distribution scores ( pd1 and pd2 ) are cal-
culated using the softmax activation function among these matrices. Again, the max 
pooled feature of each source and the probability distribution matrices are used to calcu-
late attentive features ( f1 and f2).

(2)
matrice1 = cna.genT

matrice2 = gen.cnaT

(3)
f1 = pd1.cna

f2 = pd2.gen

Fig. 1  Operations on single datasource
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Finally, the multiplicative gating function [23] is applied to get the related factors from 
each source which is an element-wise matrix multiplication of attentive features and 
max pooled features.

The concatenation of attention1 and attention2 matrices forms the bi-modal attention 
between CNA and gene expression data. Bi-attention between CNA-clinical and gen-
clinical is also computed in the same way. The flowchart of bimodal attention mecha-
nism is shown in Fig. 3.

In the last stage, flatten, sigmoid and 50% dropout processes were applied. The gen-
eral architecture is shown in Fig. 2.

(4)
attention1 = f1 ⊙ cna

attention2 = f2 ⊙ gen

(5)biattention(cna,gen) = concatenation[attention1, attention2]

Fig. 2  General architecture
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Results and comparison
The receiver operating characteristic (ROC) defines the diagnostic success of a test 
by means of high specificity and sensitivity values. Also, it is used to compare these 
values obtained at different cut-off points. On the ROC curve, true positive values 
(sensitivity) are represented as a function of false positive values (1-specificity) con-
cerning different intersection points. Each point on the curve represents the sensi-
tivity/specificity ratio relative to a given threshold. The area under the curve (AUC) 
shows how successfully a parameter is separated between the two groups. The ROC 
curve for the datasets is shown in Fig. 4. The best performance is shown in clinical 
data with 0.82, expression data with 0.69 and CNA data with 0.68.

The precision–recall curve can be used when the data is unbalanced. Precision 
shows the relevance, while recall shows how many actual relevant values. Also, this 
curve shows the tradeoff between precision and recall for different thresholds. If the 
area under the curve is high, it means that both recall and precision are high. High 
precision is related to a low false positive rate while a high recall value is related to 
a low false negative rate. This indicates that the model returns consistent values. The 
precision recall curve for the datasets is shown in Fig. 5.

Fig. 3  BiModal attention flowchart
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We used the TCGA-BRCA dataset [24] to compare the method’s validity. This dataset 
contains the same features as METABRIC (clinical, CNA, gene expression data) There 
are 250 records for long-term survivor patients and 830 for short-term survivor patients. 
We used a two-sample T-test and a one-way ANOVA test for comparison. The AUC, 
accuracy, sensitivity, p-values and t-values are shown in Tables 1 and 2.

Fig. 4  Receiver operating characteristics (ROC)

Fig. 5  Precision recall curve

Table 1  T-test values

AUC​ Accuracy Sensitivity

METABRIC

 t-value 22.45 18.42 26.01

 p-value 1.23E−14 3.26E−13 2.13E−15

TCGA_BRCA​

 t-value − 0.46 54.21 59.59

 p-value 1.28 4.27E−21 7.83E−22
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The T-test is based on the theory that samples of two independent variables have the 
same equivalent means. In these measurements, it is assumed that the inhabitants have 
the same variance. It is possible to use this test when two independent variables are from 
the same or different groups. If a high p-value is taken (like > 0.05 or > 0.1 ), we have to 
accept null hypotheses of the mean scores. If this p-value is less than the threshold value, 
we can ignore the null hypothesis for equal means.

On the other hand, the ANOVA test is used to measure the null hypothesis where 
two or more groups are in the same population mean. It is mostly applied in groups of 
different sizes. The requirements to be considered in this test are that the samples are 
independent, each sample comes from a normally distributed group, and the standard 
deviations of the groups are equal (also called homoscedasticity).

For the T-test, we achieved t-values of 22.45 (AUC), 18.42 (accuracy) and 26.01 (sen-
sitivity) and for the ANOVA-test, values of 545.26 (AUC), 374.89 (accuracy) and 671.03 
(sensitivity). On the other hand, we considered p-values on both tests as 0.00 because 
they were very small enough to be neglected. Both t-values and p-values show that our 
recommended architecture is based on statistically sound results and will be helpful in 
breast cancer prediction methods.

Sun et  al. [25] proposed a multimodal deep neural network by integrating multi-
dimensional data (MDNNMD) with using the same METABRIC and TCGA-BRCA 
datasets. The AUC values and supplementary performance measures are listed in the 
Table 3. The comparisons of the models that were used in [25] are performed at a thresh-
old of 0.45 and a specificity of 95%. The results of proposed gated attentive method 
enhance the assessment of breast cancer survival by 10.5%, 8.6%, 9.2% and 34.8% in 
regards to AUC, accuracy, precision, sensitivity values respectively. Further experimen-
tal benchmarking of the proposed method with other methods will be made as a future 
work to provide empirical evidence that supports the superiority or effectiveness of our 
proposed method over existing ones. The results of the experimental benchmarking 
analysis will provide valuable insights and guidance by identifying gaps in current meth-
ods or suggesting areas for improvement.

Table 2  Anova test values

AUC​ Accuracy Sensitivity

METABRIC

 t-value 545.26 374.89 671.03

 p-value 1.23E−14 3.26E−13 2.13E−15

TCGA_BRCA​

 t-value 0.221 2938.22 3551.52

 p-value 1.28 4.27E−21 7.83E−22

Table 3  Performance indicators for benchmarking MDNNMD

Model AUC​ Accuracy Precision Sensitivity

MDNNMD 0.845 0.826 0.749 0.450

Proposed model 0.950 0.912 0.841 0.798
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Conclusions
Along with the development of artificial intelligence technologies, namely deep learning 
techniques and CNNs, there have been important developments in the diagnosis of dis-
eases. Such techniques do not require a feature domain description and can achieve clas-
sification performances that can outperform even human experts. The results obtained 
with the deep learning approach for mammogram-based breast cancer risk assessment 
are promising. Moreover, the use of big data and machine learning provides new oppor-
tunities to improve the accuracy of screening tests and better guide scanning protocols, 
especially for image-based scanning.
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