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Abstract 

Revisit intention is a key indicator of business performance, studied in many fields 
including hospitality. This work employs big data analytics to investigate revisit inten-
tion patterns from tourists’ electronic word of mouth (eWOM) using text classification, 
negation detection, and topic modelling. The method is applied on publicly available 
hotel reviews that are labelled automatically based on consumers’ intention to revisit a 
hotel or not. Topics discussed in revisit-annotated reviews are automatically extracted 
and used as features during the training of two Extreme Gradient Boosting models 
(XGBoost), one for each of two hotel categories (2/3 and 4/5 stars). The emerging pat-
terns from the trained XGBoost models are identified using an explainable machine 
learning technique, namely SHAP (SHapley Additive exPlanations). Results show how 
topics discussed by tourists in reviews relate with revisit/non revisit intention. The pro-
posed method can help hoteliers make more informed decisions on how to improve 
their services and thus increase customer revisit occurrences.

Keywords: Revisit intention, Text classification, Negation detection, Topic modelling, 
Explainable machine learning

Introduction
Accommodation is a vital part of tourists’ experience at a holiday destination and is 
associated with a complex decision-making process affected by tourists’ motivations, 
service quality and venues’ physical characteristics [1]. This process, however, is differ-
ent for first time and repeating visitors with the latter offering many benefits to busi-
nesses as they converge into a decision faster and with less consumer acquisition costs 
[2], have more realistic expectations, stay longer, are satisfied more easily, tolerate ser-
vice errors, and are more likely to spread positive electronic word of mouth (eWOM) 
[3]. Similarly, repurchase intentions expressed in eWOM are very persuasive and influ-
ence significantly other consumers’ attitudes towards the service or product, which in 
turn increase sales [4]. Given these positive effects of revisits to businesses, stakeholders 
are keen to understand the causes of this consumer behaviour and accordingly improve 
their services to address consumers’ needs [5]. Revisit intention and its drivers have 
become more important during the covid pandemic, due to the hotels’ existential risk 
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caused by the drastic reductions in people’s mobility [6]. The pandemic also highlighted 
the need for timely identification of these factors from eWOM through the application 
of machine learning (ML) and natural language processing (NLP) techniques, which in 
contrast to traditional methods, like questionnaires/surveys, enable businesses to swiftly 
react to new trends and reduce the risks associated with late interventions [7] .

Revisit intention has been studied at the level of countries, cities, hotels, or attractions 
[3]. However, despite the importance of repeat visitors, there is no consistent and auto-
mated way to measure revisit intention, with the majority of studies employing question-
naires with different number of questions and drawing on various theoretical models. 
The most commonly used model to explore potential causes of repurchase involve the 
Theory of Planned Behavior (TPB) [8, 9], stimulus organism response theory [10], the 
value-attitude-behavior theory [11], and the consumer psychology theory [12]. How-
ever, the dependence of such methods on questionnaires makes them expensive, time 
consuming, and prone to social desirability bias, sampling bias, or other response biases 
(e.g., misunderstanding of questions by participants). To remain competitive, organisa-
tions require a timely analysis of consumers’ behaviours and perceptions as well as auto-
mation support for the generation of actionable recommendations that can increase 
revisits and positive eWOM.

EWOM is the most popular way for consumers to seek and share information about 
products and services [13] and provides businesses with an alternative method to sur-
veys for analysing consumers’ behaviour in an automated way. The advantage of eWOM 
is that it enables customers to provide information about their experience without 
pressure or constrains from research instruments, and thus could provide an unbiased 
source of information and enable deciphering causes of revisit/non revisit intention 
[14–16] and shape consumers purchasing decisions [13]. In addition, eWOM enables 
the extraction of tacit knowledge that is considered superior to customer surveys, and is 
perceived by consumers as more credible than the content of official websites of hotels 
or destinations [17]. Many touristic organizations are, therefore, switching from col-
lecting consumer views through questionnaires to mining eWOM to gauge customer 
satisfaction [18, 19], customer loyalty, and re-patronage [20]. Special attention is given 
by businesses to the customers/consumers who explicitly state their intention not to 
revisit in eWOM (i.e., non- revisitors). The timely response to such negative intentions 
is critical since they exert a greater impact on consumers decision-making than eWOM 
expressing positive revisit intentions [21].

Despite the need for timely analysis of revisiting, there is still limited research with 
applications of ML and NLP in revisit eWOM analysis and on how to leverage revisit 
causes to maximise profits [22]. Most previous studies focus on identifying revisit 
intention in eWOM through keyword matching (e.g., [23, 4]) or extraction of related 
aspects such as consumer needs and opinions through topic modelling [24] and senti-
ment analysis [25], and then use sentiment as a proxy to revisit intention [26]. How-
ever, positive sentiment alone does not necessarily imply positive repurchase intent 
and vice versa, thus new methods are required to address these limitations by cor-
rectly inferring the intention of consumers in the presence of negations as highlighted 
elsewhere [4]. This is because negations in text can be explicit (e.g., “will not come 
again”) or implicit (e.g., by expressions that invert meanings such as “it is unlikely that 
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I will come again”). Negation detection has been addressed in other domains that uti-
lise textual data but not in tourism.

Based on the aforementioned gaps in the literature, our first contribution is the use 
of negation detection to improve classification accuracy of revisit and non-revisit 
reviews. The second contribution is the extraction of consumers’ opinions from 
eWOM in a bottom up approach through topic modelling and the identification of 
associations between these opinions and revisit intention using optimised XGBoost 
classification. This goes beyond the traditional approach of relying on predefined 
hypotheses justified based on previous knowledge [22]. The third contribution is the 
application of explainable ML techniques [27] to assist in the interpretation of the 
generated XGBoost models and the identification of actionable business recommen-
dations and practices for service improvement to enhance revisitation. This paper, 
thus, provides an empirical analysis of the effects of different inferred factors that 
describe consumers’ perceptions and revisit intention as well as a mechanism for 
timely business recommendations on how to improve revisit. The paper, therefore, 
aims to answer the following research questions using and advancing established big 
data analytic models:

• How can hotel reviews be classified as revisit or non-revisit by analyzing negation 
in eWOM text?

• What topics discussed by consumers through eWOM can explain tourists revisit 
intention for two hotel classes (2/3 and 4/5 star hotels)?

• Which topics are most influential on revisit/non revisit in each of the two hotel 
classes?

To answer these questions the study methodologically combines various techniques 
from AI and Big data analytics under a unified framework. In particular, Word2Vec 
language modelling [28] is employed to vectorize eWOM text and identify revisit 
phrases/words, while the SPACY NLP library is used to filter reviews based on revisit/
non revisit intention. A revisit classification model (XGBoost [29]) is trained and then 
employed to label the primary dataset. Structural topic modelling is used to infer con-
sumer eWOM’s opinions, and the topics are then used to train an XGBoost classi-
fier to predict revisit/non-revisit. Finally, the SHAP technique [30] is used to explain 
inherent patterns of the trained XGBoost model and thus to highlight the most 
important aspects of consumer revisit/non revisit. At the same time, the combination 
of negation detection for revisit classification with topic modelling and explainable 
AI makes this a novel methodology that is generic enough and could be applied on 
data from different sources to assist businesses manage consumer repurchase in an 
informed manner.

The paper is organized as follows. "Literature review" overviews the literature on 
revisit intention. "Technical background" provides key technical background on 
machine learning techniques used for this analysis and "Research methodology" elab-
orates on the methodology. "Results" presents the results from the application of the 
methodology with data obtained from TripAdvisor. The paper concludes with the dis-
cussion, theoretical and practical implications, limitations, and future directions.
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Literature review
Consumer revisit intention has been studied for several years in an attempt to under-
stand the patterns that lead to repeated purchase [31]. Such understanding help to estab-
lish long-term relationships with customers and facilitate customers’ loyalty [32], and to 
reduce consumers’ decision making time and search for alternative products and ser-
vices [33]. Relationship marketing focuses on customer needs and wants as a way to gain 
customer loyalty. This requires understanding of consumer motives and in particular, 
satisfaction [34, 35], which is considered as an essential and direct antecedent of revisit 
intention [5]. Other influencing factors for tourists’ revisit intention include perceived 
value [36], destination image [37], and memorable experience [38].

Satisfaction [39–41] is defined as a customer’s emotional reaction to a product or 
service experience, and is developed when a customer’s perceptions and expectations 
of service performance are met or exceeded [42]. It is, thus, the difference between the 
perception after experiencing a service, and the expectation prior to the experience 
[43]. Tourists with higher satisfaction are more likely to revisit a destination [44]. Thus, 
satisfaction constitutes a proxy to revisit intention with most studies using satisfaction 
for inferences about revisit [45]. Antecedents of satisfaction also influence repurchase 
intentions [5, 46]; therefore, to increase the likelihood of revisit, service providers try to 
improve features associated with visitors’ satisfaction, such as hotel attributes and prac-
tices [47, 48]. However, due to different expectations between first time and repeat visi-
tors, hoteliers need to engage these two types of customers differently [48].

In the same vein, loss aversion bias by customers asserts that greater weight is given 
to losses than gains [49]. The three-factor theory [50, 51] is based on this perspective 
and examines the asymmetric impact of service/product attributes on overall customer 
satisfaction. According to the theory, a negative performance on an attribute may cre-
ate a stronger influence on overall satisfaction than a positive performance on the same 
attribute [52]. For instance, customers will be dissatisfied if a hotel room is not clean, 
but they will most likely not be (more) satisfied if the hotel room is clean since this is an 
expected hotel property/quality. Thus, according to the three-factor theory, satisfaction 
factors are grouped under the following three categories [50]:

• basic factors are the minimum requirements that cause dissatisfaction if not fulfilled 
but do not lead to satisfaction if fulfilled or exceeded, implying an asymmetric rela-
tionship; e.g., “clean room” since this is considered obvious;

• performance factors lead to satisfaction if performance is high and to dissatisfaction 
if performance is low; e.g., “polite staff”; and,

• exciting factors increase customer satisfaction when present, but do not cause dis-
satisfaction when absent; e.g., “made feel special”.

Research in revisit intention utilises the three-factor model [48,  53] to assess and 
explain [54] the impact of prespecified factors on revisit and satisfaction, or uses the 
popular Theory of Planned Behavior (TPB) [8, 55] and its many extensions (e.g., [56]). 
TPB studies mainly employ surveys to predict behavioral intention based on constructs, 
such as attitudes, subjective norms, and perceived behavioral control. Extensions of 
the method that focus on revisit intention involve constructs such as perceived value 
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and experience, and essentially use satisfaction as a precursor to revisit [56,  57]. TPB 
extensions, however, could expand the length of questionnaires that have already been 
criticised as being time consuming and expensive to run. The main limitation of these 
methods is the use of prespecified factors that may not apply in novel situations such 
as the COVID19 pandemic. To overcome this limitation, researchers use interviews to 
identify important factors to revisit [58]. This method, however, also has limitations in 
terms of number of participants and time required to collect and analyse the data.

An alternative and comparatively advantageous approach to surveys/questionnaires 
is the bottom-up analysis that enables the identification of factors that may be causing 
satisfaction from big data such as eWOM in an unsupervised way. The time required for 
such analysis is reduced, which in turn enables businesses to react to critical situations 
in a timely fashion. EWOM is also considered as a more spontaneous source of informa-
tion in contrast to questionnaires [59]. Consequently, analysis of eWOM from reviews 
websites has become a mainstream approach for evaluating satisfaction in hospitality 
and tourism through the use of automated machine learning models [60–62].

However, there is limited research on methods that harness the unstructured part of 
eWOM for revisit intention analysis with most previous work focusing on the structured 
part of eWOM such as the rating score (e.g., [63]). Using reviews’ rating to infer satisfac-
tion has been criticised as being biased [64] or incorrect, since ratings could be high but 
the actual review may be negative and vice versa. Hence, when analysing reviews, Val-
divia et al. [65] suggest analysing the opinions mentioned in the review in depth instead 
of using the user rating as a label of sentiment for the whole review. Similarly, Kordzadeh 
[66] found that there might be biases in star ratings, reducing their reliability. Past evi-
dence [67] suggests that reviewers avoid giving low hotel scores unless they had a very 
negative experience. This suggests that review scores alone could be a biased indication 
of satisfaction and thus researchers in tourism have started also using sentiment analysis 
for reviews satisfaction evaluation [68]. To address these limitations of user ratings, NLP 
techniques are employed to assess consumers’ satisfaction through sentiment analysis 
on eWOM’s text and to use sentiment as a proxy to revisit [26]. However, positive sen-
timent does not necessarily imply revisit intent, giving rise to the need for NLP-based 
revisit intention recognition.

Revisit intention is mainly treated as a text classification problem using supervised 
ML. Thus, there is a need for labelled textual data referring to revisit reviews and non-
revisit reviews. Since labelled data are difficult to find or costly to process (annotate) 
manually [69], researchers seek alternative ways to label text, such as via crowdsourc-
ing. These labels however suffer from noisy data [70]. For instance, Park and colleagues 
[71] classified re-visitors using the reservation records of a hotel and applied sentiment 
analysis to find differences among the two visitor groups. Although this study deter-
mined revisit intentions, it is impractical since it is difficult to obtain such data from 
different hotels. Other lines of research seek to harness the structured information of 
reviews (rating, followers of reviews, liking of review etc.) rather than the textual part, 
and determine revisit intention using classification or predict consumer’s recommend-
ing a service using an ensemble of ML techniques. Methods that harness the textual part 
of reviews use keyword phrases to identify positive and negative intentions for revisit 
and apply text mining to identify the drivers of each category (e.g., [72]). This approach, 
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however, could lead to inaccurate conclusions when the true intention of the reviewer 
as expressed in the text falls outside the scope of the search terms/phrases. Alternative 
approaches (e.g., [3]) use jointly ML and rule-based classification to infer revisit inten-
tion and employ human coders to manually label reviews, which are then used to train 
the ML models. Manual annotation of large datasets however has two limitations. Firstly, 
inconsistencies in labels can emerge from annotators with different prior knowledge and 
experience. This is usually the case with crowdsourcing techniques when multiple labels 
are generated by different annotators for the same data. Secondly, such process is usu-
ally time consuming due to the need to recruit and train annotators for the task and to 
evaluate the output using methods such as majority voting [73].

Despite the importance of identifying returning customers in different business 
domains and the abundance of eWOM data, revisit intention recognition using text is 
not fully exploited with most studies employing keyword matching practices [23, 4] or 
sentiment analysis through deep leaning models such as the work presented in [74], 
and using the polarity of the text as a proxy for repurchase intention. However, posi-
tive sentiment does not necessarily imply positive repurchase intent and vice versa [75]. 
The association between intention recognition and identification of negation (negative 
intent) in text is important [76] and more challenging than lexicon-based sentiment 
analysis and thus requires understanding of the words’ context rather than their mere 
polarity in text [77]. Ignoring negation can impair accuracy when classifying textual 
information [76]. This is because negation is context-dependent and usually changes the 
polarity of a sentence, creating an opposition between positive and negative counter-
parts of the same sentence [78]. To avoid inaccuracies in automated methods for clas-
sifying text, it is essential to identify and predict negative text fragments (which may 
include both negated statements but also those framed positively with negative con-
notation). This problem has been addressed in the medical domain, and in particular 
in the analysis of medical reports, where they seek to find negative expressions to rule 
out certain conditions during diagnosis; for example in the expression “the patient has 
no fever” the existence of the keyword ‘fever’ does not denote that the patient has fever 
[79]. Popular algorithms, such as the NegEx, use rule-based approaches to determine the 
scope of some negation cues [80]. Alternatively, traditional ML methods tend to ignore 
information relating to the order of words and their context such as meanings inverted 
through negations [81]; an example of that is methods based on counting the occur-
rences of words (or word combinations), resulting in so-called bag-of-words (BOW), 
which represent text as a matrix with frequencies of words in each document. In addi-
tion, ML approaches require more computational resources and manually labelled data, 
which make them costly and prone to subjective interpretation [3]. Unsupervised ML do 
not need labelled data, but have worst performance compared to supervised approaches 
[82]. Despite the importance of negation in text classification, this has not yet been con-
sidered in tourist revisit intention research.

Supervised ML models have been successfully used for sentiment analysis; however, 
when sentiment is used to inform revisit intention, the results are not very accurate since 
some reviews have positive sentiment but negative intention to revisit [77]. Sentiment 
analysis’ dependence on positive and negative words [83] would make it lean towards 
revisit rather than non-revisit in the following example “I liked the hotel a lot, but I don’t 
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think I will be coming back because of the staff attitude”. Thus, the method proposed in 
this paper utilizes a combination of rule-based and ML approaches, as suggested else-
where [3], but goes beyond current methods by developing a novel revisit classifica-
tion model that handles negation and enables recognition of non-revisit intentions with 
strong negative connotation. Accurately identifying non-revisit intentions is key to busi-
ness sustainability since their influence on other consumers decision making is stronger 
than revisit reviews [21].

Technical background
The core tasks involved in the proposed methodology include text classification, topic 
modelling and interpretation of the generated ML models. Text classification has as a 
prerequisite the conversion of text into a machine processable form such as vectors, 
while topic modelling refers to the process of identifying prevalent topics in a corpus of 
reviews. The interpretability step of the generated ML models is required when models 
are complex, with logic and patterns hard to explain to stakeholders. Several techniques 
exist that can assist ML model explainability. These technical aspects are overviewed 
below and subsequently it is shown how they are used in the methodology.

Text vectorization techniques

To enable the processing of text using NLP it is essential to either use some metadata 
(e.g., number of characters, words, nouns/verbs/adverbs, punctuation, etc.) as features/
properties of text or convert text in numerical form. In fact, the first task after text 
cleaning and pre-processing is to convert text in terms of vectors of numbers that act 
as computational representations of the text. There are two main ways to represent text 
in numerical form, the traditional feature-based methods and the deep learning meth-
ods, both of which are used in this work for different purposes. The deep learning meth-
ods represent words in terms of embedding (e.g., Word2Vec) [28], that is, learned in an 
unsupervised way from large corpus of text to produce word embeddings in the form 
of multidimensional vector space of continuous values, with similar words having simi-
lar vector representations. Word similarity is usually based on neighboring words, so 
words that appear together have similar representations, while words that rarely appear 
together would have different embeddings. There are several techniques to achieve word 
embeddings. In this work, Word2Vec, available through the Gensim library, is adopted 
due to its popularity and good performance.

An alternative to word embeddings, also used in this study, is the feature-based 
approaches [84] that break up text into individual words called bag of words (BOW) and 
treat each word (unigram) or a contiguous sequence of words (2, 3, or more (n) words 
together referred to as bigrams, trigrams, or n-grams, accordingly) as a potential feature. 
The splitting of text into words (tokens) is referred to as tokenization. BOW can repre-
sent reviews’ text as a fixed-length-vector of all terms occurred in the corpus. Each term 
is weighted either by its frequency or its term-frequency-inverse-document-frequency 
(TFIDF), which represents the importance of a word to a document by punishing words 
that are frequent in documents (e.g., is, and, the), hence is able to give more weighting to 
words that are more relevant and important to a particular document.
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Topic modelling techniques

Topic modelling is another text representation method for information extraction from 
textual data and is used in this work to identify links between the topics discussed in 
tourists’ eWOM and intent to revisit or not the hotel in the future. It belongs to the cat-
egory of unsupervised data mining techniques employed to reveal and annotate docu-
ments with key thematic information [85]. Topic models generally involve a statistical 
model aiming to find topics that occur in a collection of documents. Two of the most 
popular techniques for topic analysis are the Latent Dirichlet Allocation [86] and the 
Structural Topic Model (STM) [87]. The latter is used in this study. During topic mod-
elling, each topic is represented by a set of words that occur frequently together in a 
corpus and each document by a distribution of topics. Documents in this work are the 
online tourists’ reviews. The process for training the topic model initiates with data pre-
processing that includes removal of common and custom stop-words and irrelevant 
information (punctuation), followed by tokenization and stemming (converting words to 
their root form).

Subsequently, the optimum number of topics that best fits the dataset is identified 
through an iterative process examining different values for the number of topics (K) and 
inspecting the semantic coherence and exclusivity of the model at each iteration until a 
satisfactory model is produced [87]. Coherence measures the degree of semantic simi-
larity between high scoring words in the topic. Exclusivity measures the extent to which 
top words in one topic are not top words in other topics.

Text classification process

Text classification, a supervised ML technique that enables the categorization of text 
into predefined classes, is used in this study to classify reviews as either “revisit” or “not 
revisit” based on eWOM’s text. In contrast to topic modelling, which is an unsupervised 
ML technique with classes not being predefined, classification requires a labelled dataset 
(for instance revisit/non revisit reviews). The first task in text classification is to represent 
text in a format that can be processed computationally since text cannot be fed directly 
into classification algorithms [22]. With each word or combination of words being a 
feature, there is a need for feature selection to find the features that have the highest 
effect on the output variable. Several techniques exist for feature selection including fil-
ter methods, wrapper methods, and embedded methods. The filter approaches are inde-
pendent of the classification algorithm and select features based on their distance (e.g., 
relief ), entropy (information gain) or statistical (e.g., chi-square for categorical, f-test for 
numeric variables) properties. Wrapper and embedded methods use a classifier to evalu-
ate feature subsets as part of their learning process [88]. Embedded methods are inte-
grated into a classifier and thus are faster. In this work, feature selection was performed 
to (1) identify the features (n-grams) that improve revisit classifier performance and (2) 
find n-grams that are associated with sentiment in sentences before and after the target 
words (during training of the revisit labeler) prior to training the revisit classification 
model to identify the topics that yield the best model performance.

Traditional text classification methods include Support Vector Machines, Naïve Bayes, 
Decision Trees (DT), K-Nearest Neighbor, and Tree ensembles models such as Random 
Forrest and Boosted trees algorithms [82]. Ensemble techniques combine multiple base 
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classifiers (e.g., DT) in order to achieve a better performance than a single base classi-
fier. Ensemble models compensate for errors in individual models to improve the overall 
predictive performance. They are preferred for small datasets like in our case, in con-
trast to Deep models that require large, labelled datasets. Ensembles are also suited for 
datasets where the features are meaningful (for instance, the features “cleanliness of a 
hotel” is meaningful) rather than abstract variables that could represent different dimen-
sions of a problem (for instance, pixels in image processing tasks). Bagging and boosting 
are the two main categories of ensemble techniques. Bagging uses bootstrap sampling (a 
random sample of data in a training set is selected with replacement) to train indepen-
dently many base classifiers with each observation having the same probability of being 
selected, while boosting puts more emphasis on weighting observations and therefore 
some of them will be sampled more often. Bagging builds a model in a sequential man-
ner considering previous models’ success and adapting weights to misclassified observa-
tions [82].

From all types of text classification, binary classification problems are amongst the 
most popular and refer to the case where there are only two classes for the model to 
predict, like the “revisit” and “non revisit” in our case. When the number of positive 
cases (revisit) is much higher than the number of negative (non-revisit), the algorithm is 
biased towards the positive class and the dataset is termed imbalanced. This is a problem 
in classification with various metrics used to measure the performance of a classifier on 
predicting both classes. Several metrics are reported as suitable to evaluate the perfor-
mance of two-class models, including: (a) sensitivity (b) specificity, (c) overall perfor-
mance using the area under the receiver operating characteristic curve (AUC), (d) the 
geometric mean (G-mean), and (e) the F-score, the balance between precision (number 
of True Positives divided by the number of True Positives and False Positives) and recall 
(number of True Positives divided by the number of True Positives and False Negatives).

The text classification approach used in this work is based on a popular ensemble 
method, the gradient boosted decision trees, and more specifically its extension the Gra-
dient Boost or XGBoost.

XGBoost [29] has been extensively used in academia and industry due to its good 
performance and computational efficiency and because it improves traditional boost-
ing through regularisation and optimization of the loss function. Hence, it can deal 
with model overfitting and produces models that can be generalized [89]. It has been 
applied in opinion mining tasks and it has become a popular method for finding patterns 
in eWOM text. XGBoost is an ensemble method, hence multiple trees are constructed 
with the training of each tree depending on errors from previous trees’ predictions. 
Gradient descent is used to generate new trees based on all previous trees while opti-
mising for loss and regularisation. The XGBoost regularisation component balances the 
complexity of the learned model against predictability, while XGBoost optimisation is 
required to minimise model overfitting and to treat data imbalance, by tuning multiple 
hyper-parameters.

Interpreting machine learning models

The interpretability of models is key in any area of social/real-life decision-making prob-
lems. A model is considered interpretable if it can be visualized or described in plain 
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language to the end-user [27] or more broadly communicated efficiently to the rele-
vant stakeholders. Interpretability leads to trust in the model while its absence leaves 
users with little understanding of how particular decisions are made by such models. 
Black-box models do not disclose any meaningful information about their outputs or 
their internal structure. Models that are self-explanatory incorporate interpretability 
directly to their structures. This class of models include decision trees, decision rules, 
nearest-neighbours, and linear models [27]. Ensembles and deep neural networks are 
considered black-box models despite their superior predictive performance. Similarly, 
ensemble methods such as XGBoost, also suffer from limited interpretability that hin-
ders their application in domains where users rely on rational explanations of the models 
predictions for their decisions [90] or gain domain insights from the inner structure of 
the model. The lack of interpretability is a substantial obstacle in extracting scientific 
knowledge from an accurate model.

Different techniques have emerged that tackle interpretability in machine-learning 
with results categorized into locally and globally interpretable models [91]. The former 
provide explanations for individual predictions without interpreting the model mecha-
nism as a whole (for instance if you want to know why a particular customer is classi-
fied by the model as ‘non revisit’). Global interpretability seeks to understand how the 
model makes decisions, based on a holistic view of its features and each of its learned 
components such as weights, other parameters, and structures. Notable techniques are 
the Local Interpretable Model-Agnostic (LIME) [27] and the Shapley Additive explana-
tions (SHAP) [30]. The SHAP method can explain the output of a model through global 
and local analyses. Local analysis yields a unique Shapley value (denoting importance) 
for each case or instance, indicating why a case is derived as a specific output. Shapley 
values can be combined into global explanations.

Research methodology
The aim of this work is the identification of patterns explaining why tourists would like 
to revisit hotels. To achieve this, two methodological problems are solved. The first 
involves the labelling of reviews based on the intention of the review author to revisit 
a hotel or not. To extract all the required information from data, two main NLP tech-
niques are utilised, namely, negation detection and text classification, which are used to 
predict the category that a review belongs to, for example if a review mentions revisit or 
non revisit.

The second methodological challenge involves the identification of causes that lead to 
revisit intention. For this purpose, a different NLP technique is used, namely language 
topic modelling for finding the topics discussed by tourists in their reviews, followed 
by two more text classification models for each of two different classes of hotels based 
on their star rating (2–3 and 4–5 stars). The two classification models are trained from 
only revisit and non-revisit reviews and use as features the topics discussed in eWOM’s 
text (extracted by the topic modelling) and as class label the previously predicted revisit 
intention category. The model’s patterns are made explicit through the SHAP interpreta-
tion technique [30], which helps identify the underlying causes of revisit intentions (or 
not) using the topics/opinions discussed in eWOM.
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Datasets

The methodology is implemented with eWOM data of tourists who stayed and wrote 
reviews about their accommodation in Cyprus between the years 2010–2019. The data 
was curated using location filtering criteria in TripAdvisor console and was automati-
cally extracted using a custom-made scrapper. TripAdvisor was selected since it is the 
world’s largest travel platform [92] with the most reviews and hotel ratings. Data is pub-
licly available and anonymised, and its use does not involve any privacy or copyright 
issues.

The total number of reviews collected were 75k, all in the English language, by tour-
ists coming from 27 countries and staying at 2 to 5-star hotels. The timeframe was cho-
sen because of its relative homogeneity in touristic service and intentionally avoided the 
covid19 period. The data was initially in a comma delimited format and included infor-
mation about the traveler’s username, rating of hotel, name of the hotel, user helpful 
votes and contributions, dates of stay and date of feedback, city of stay, hotel stars, coun-
try of origin, and the review text.

The second dataset utilised in this study is a secondary dataset of 515 K hotel reviews 
prelabelled by sentiment from booking.com and publicly available [93]. The data refer to 
reviews from tourists that visited hotels in European countries (not including Cyprus). 
This data was used to train the revisit intention classifier (labeler), for labelling the pri-
mary data (Cyprus hotels reviews) based on the intention of tourists to revisit a hotel or 
not.

Workflow overview

The workflow of the methodology employed is depicted in Fig. 1. This is composed of 
the following steps, where the number of each step corresponds to the same-numbered 
section of the workflow in Fig. 1:

(A) Data pre-processing: Prior to using the eWOM data for classification, the retrieved 
data is preprocessed to eliminate emoticons, digits, ascii code, URLs, convert text 
to lowercase, expand contractions (e.g., “don’t” into “do not” etc.) and normalize 
text by transforming it into a canonical (standard) form. For example, the word 
“gooood” is transformed to “good. The text normalization is performed using a dic-
tionary mapping approach.

(B) Development of a word embedding model with the pre-processed corpus using 
the Word2Vec algorithm: The Word2Vec [28] is used to find words similar to the 
“revisit” term. Tourists’ reviews are used to train a 300-dimensions Word2Vec 
embeddings model, with words with similar meanings clustered together within 
this space. Word2Vec has two model architectures: continuous bag-of-words or 
skip-gram. The main difference between them is the input and output data. The 
skip-gram takes a word as input and predicts its context, whereas continuous bag-
of-words takes the context (surrounding words) as input and predicts the missing 
word. A continuous bag-of-words model is used in this study due to better per-
formance in dealing with common words [94] such as words relating to revisit. A 
model is trained using data from the reviews and the learned model is used to find 
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words/phrases relating to revisit intention words. To identify semantically similar 
words or group of words (n-grams), we use cosine similarity between words’ vec-
tors.

(C) Identification of terms that refer to revisit intention based on revisit literature 
(domain knowledge) such as “come back” “revisit”, “stay again”, “return” etc.

(D) Target words selection: The identified terms are used to find similar words using 
the trained Word2Vec model. The process is repeated for all identified terms from 
the literature until the resulting list of terms from the model converges (same terms 
come up). This step is elaborated further in "Target words selection".

(E) Rule based eWOM filtering: A set of text filtering patterns is created using the iden-
tified target words/phrases (e.g., “come back soon”) and both datasets (primary and 
secondary) are filtered using the specified patterns. This step is elaborated further 
with a worked example in "Revisit pattern extraction".

(F) Revisit Labeller training and validation: The filtered secondary sentiment-labelled 
dataset is used to train a revisit classifier (labeller) by utilising the sentences before 
(pre) and after (post) the identified patterns. Text in the pre/post sentences is vec-
torised using TFIDF prior to feature selection and training of a revisit labeller. The 
identification of negation features (unigrams, bigrams) is based on the association 
of each feature with sentiment. This is elaborated further in "Revisit labelling".

(G) Labelling primary data: The trained “labeller” model is used to label the filtered pri-
mary eWOM data with revisit or non-revisit intention.

(H) Topic Modelling: In this study, the STM approach is used over the LDA due to bet-
ter topics’ interpretability. The labelled primary data is split into two datasets, one 
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for the 2/3 star hotels and one for the 4/5 star hotels, and a topic model is built 
for each hotel category. Initially, common stopwords are considered and gradu-
ally additional stopwords irrelevant to our goal are added with the refinement 
of the model, such as, names of people, hotels, cities, and resorts. In subsequent 
refinement of the dataset, the corpus is filtered only for verbs, nouns, adjectives, 
and adverbs that yielded a better model. Tokenization, and in particular the use of 
phrases composed of n-words (i.e., n-grams) is applied to transform the reviews 
into a sequence of tokens. The optimum number of topics (K) is identified for each 
dataset based on coherence and exclusivity metrics. The naming of the topics is 
performed manually based on domain knowledge and the most prevalent words 
that characterize each topic. Results related to this step are presented in "Training 
the topic models".

(I) The topics discussed in reviews are used as features to train two XGBoost models 
to predict revisit/non revisit for each hotel group. The classifiers are optimised by 
performing feature selection and hyperparameter tuning using Grid-search and 
manipulating the following hyperparameters: DTs’ max_depth, reg_alpha, learn-
ing_rate, scale_pos_weight, min_child_weight, and n_estimators. Two text classi-
fication models are trained and tested using a 70/30 train/test data split and evalu-
ated against different binary classification metrics such as AUC. This is elaborated 
in "Revisit classifier training".

(J) XGBoost models and SHAP explanations: The SHAP approach is employed to help 
with the global and local explanation [95] of the learned XGBoost models and thus 
to help discover patterns that drive revisit/non revisit. Based on these results, stake-
holders can make decisions on potential improvements with an aim to enhance 
revisit performance while also minimizing negative reviews that are damaging to 
businesses. This is presented in "Revisit Classifier Interpretation".

Results
The implementation of the methodology yielded results associated with (1) the filtering 
and labelling of reviews based on revisit intention, (2) the generation of two topic mod-
els for the two hotel categories based on their star ratings, (3) the training and validation 
of two XGBoost classifiers to predict revisit or non revisit intention for the two catego-
ries of hotels, and (4) the interpretation of the patterns embedded in the two trained 
XGBoost classifiers based on which recommendations for the hotel management can be 
made.

Intention filtering

Since the primary data was not labelled (regarding revisit or non revisit), it was neces-
sary to label the reviews prior to building a classifier to predict revisit and then explain 
its reasoning. Due to the size of the dataset, manual labelling was not an option and, 
therefore, a classifier was required to label the data. The first step in building such a 
classifier is the identification of a secondary labelled dataset. However, such a revisit-
intention dataset is not available, hence, a sentiment-labelled dataset with hotel reviews 
was used, acting as a proxy for revisit intention given that satisfaction is a prerequisite 
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of revisit intention. The utilization of such labelled data is motivated by our previous 
work in revisit intention [96] and other similar research literature that uses sentiment 
as a proxy for revisit [26]. The rationale is that tourists who provide extremely positive 
reviews will possibly want to revisit a hotel and thus their eWOM might include words 
pointing to that intention. However, these studies do not explicitly measure intention 
to revisit, and the reviews selected to draw conclusions are not filtered based on that. 
Sentiment and revisit intention are highly related but not identical notions; hence, it was 
essential to first identify reviews that talked about revisit (positively or negatively) prior 
to classifying their intention. Therefore, reviews were filtered by first identifying target 
terms related to revisit and intention, and then using these terms to develop a set of pre-
specified textual patterns relating to revisit intention.

Target words selection

Revisit-related keywords/phrases (target words) were found from a Word2Vec model 
trained on the tourists’ eWOM text. The training of the model was performed using 
bigrams, trigrams, and four-grams phrases from the pre-processed corpus. A similar 
approach is employed for query expansion in medical information retrieval [97]. Tar-
get words identification includes the following steps: terms selection from literature and 
utilization of the trained Word2Vec model to find similar words for each literature term 
through a similarity function. The 50 most similar words and phrases for each revisit 
literature term are collected and subsequently analysed to find the most common words/
phrases. These constituted the target terms used subsequently in the analysis. Fig-
ure  2 shows an example of the most similar words/phrases to the word “revisit”. This 
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Fig. 2 Utilization of the trained Word2Vec model to find similar terms to revisit terms. The 2D terms plot (top 
right) shows an example visualization of the top 50 words similar to “revisit” word after t-SNE dimensionality 
reduction. The table (bottom right) lists the final target words that emerge from this process
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is presented in a 2D space after applying a vector space dimensionality reduction tech-
nique namely, t-Distributed Stochastic Neighbor Embedding (t-SNE). The identified tar-
get terms yielded from this process are depicted in the table of Fig. 2.

Revisit pattern extraction

Reviews were filtered using a set of prespecified textual patterns relating to revisit inten-
tion, designed using the identified target terms from the Word2Vec model. Prior to pat-
tern matching, the text was preprocessed, converted to lowercase, and normalized to 
handle contractions so that these important words for identifying negation in sentences 
could be used in a cohesive way. The sentiment of the matched reviews was used as the 
label/class and the words in the pre/post sentences as features to train a revisit classi-
fier. This approach overcomes the challenge of analyzing the entire review text to extract 
revisit intentions, since reviews can include many intentions about different subjects 
expressed by the author.

Revisit intention patterns were specified using the SPACY library that offers auto-
mated parts-of-speech (POS) recognition for the identification and extraction of generic 
patterns from text related to revisit. For instance, SPACY patterns can use POS tagging 
to identify verbs, nouns, adverbs and more, in sentences as illustrated in Fig. 3. Words 
in boxes refer to the target-term (“come back”) and the words/phrases before (“we will”) 
and after (“soon to this hotel”) the target term. The example pattern in Fig. 3 is a sim-
plified version of a pattern used in a python script that captures different sentences in 
reviews that satisfy its conditions. Specifically, the pattern uses lemmas of words (root 
words, e.g., come and coming have the same root), keywords in sentences that are spe-
cific to the task (come, again, soon), and quantifiers to filter sentences based on occur-
rence of certain POS types of tokens in specific place in a sentence. The quantifiers “*” 
and “?” specified with the “OP” keyword denote the occurrence of a token one-to-many 

Fig. 3 Sentence parsing with POS annotations (top). Theoverlayed black rectangle in the middle designates 
the target phrase “come back”and the red and blue rectangles the pre and post target words, respectively. A 
SPACYpattern to filter reviews that refer to revisit or non revisit for the “comeback” target word (bottom left). A 
sample of SPACY’s POS relevant to thisexample (table at bottom right).
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times (*) and zero-or-once (?) respectively. The pattern can identify sentences such as: 
“I will come back soon to this hotel”, “we will not come back to this place”, “we will defi-
nitely come back soon to this hotel” and so forth. The benefit of this approach is that 
many variations of intention sentences can be filtered with a single generic pattern. In 
this work, 15 patterns were specified to capture all possible intention sentences based on 
target terms identified from Word2Vec. The example pattern in Fig. 3 and its POS pars-
ing illustrate how SPACY can identify sentences in a review’s text that satisfy its rules. 
We use lemmatized words so that the pattern can equally detect both “coming back” 
and “come back” with the same root word (i.e., “come”). The pattern X specifies that for 
a sentence to be a match, the lemmas of its first words must be in the set of prespeci-
fied set of words {Words}. These words must occur at least once in the sentence (use of 
“+” quantifier) and can be followed by zero to many (use of “*” quantifier) POS {PART, 
AUX} (e.g., not) and zero or once (use of the “?” quantifier) POS{ADV} (e.g., definitely, 
surely etc.). All previous words and POS must be followed by the lemmas of the words 
{come}{back}. All previous words can be followed, or not (zero to one time, use of the 
“?” quantifier), by the lemmas of the words {again} or {soon} and so forth. Such patterns 
enable the identification of revisit-intents that can be expressed in different ways with-
out explicitly specifying the sentences of interest. Thus, the example SPACY pattern in 
Fig. 3 can identify sentences in text such as “I will come back soon”, or the negated sen-
tence “we will not come back again”.

Revisit labelling

The classification of revisit intent is based on tokens of one sentence before and one after 
the identified revisit text patterns in reviews (pre/post target sentences). Words before 
and after the target terms (Table in Fig. 2) within the pattern are used as features to train 
two classifiers using as class/label the known sentiment of the review. In this way, the 
revisit classification task was not blindly based on the sentiment of the review but also 
on the presence of the revisit pattern. To address the problem of negated intent, two 
classifiers were trained: one with the words before and the other with the words after 
the target terms. This was essential since negation can be expressed by tokens before but 
also after the target terms. For instance, the simple example with the negation before 
the target term is “I would not come again to this hotel” while a more complex case is 
when the negation is after the target term such as ”would I revisit? I do not think so”. To 
address possible false negation by the pre-target classifier, n-grams were used to identify 
word patterns such as in the example “I can not wait to come again” with the 3-gram 
“can-not-wait” being associated with revisit rather than non-revisit by the classifier since 
reviews with such pattern were labelled with positive sentiment, while the pre-target 
bigram feature “would-not” pushes the classifier prediction towards the non-revisit pre-
diction due to the association of this bigram with negative sentiment label. The features 
from both classifiers were used collectively to train the revisit labeler.

Text vectorization and feature selection from secondary data

TFIDF and n-grams were used to vectorize the text in sentences before and after the 
target words in the secondary dataset that was sentiment-labelled. Two TFIDF matri-
ces were produced representing terms (n-grams) influential to negative and positive 
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sentiments before and after the target terms. These constituted the initial features of the 
XGBoost labeler. To reduce the dimensionality of these matrices, two feature selection 
methods were used, namely embedded methods using random forest and correlation-
based filtered methods. Wrapper methods were not considered in this study since they 
are computationally expensive and sensitive to the classifier. The embedded method 
utilised in this work used the Random Forest model. The correlation-based approach 
ranked features based on the correlation with the target variable and no relationship to 
any other features in the dataset. Highly correlated features in both pre and post sen-
tences were eliminated. Further feature selection was achieved using a random forest 
feature selection embedded method, optimized on the AUC score using recursive fea-
ture elimination with cross-validation (RFECV), as depicted in Fig. 4. The resulting fea-
tures after feature selection were 441 for post target and 641 for pre target sentences.

Fig. 4 Featureselection using RFECV and random forest, for words (features) before (bottom)and after (top) 
the target terms
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An XGBoost classifier was trained using as features the combination of the selected 
pre and post target features and the sentiment as class label. The training was performed 
using train/test (70/30) data split and was optimized on classifiers’ AUC metric. The 
trained classifier was used to label revisit intention in all reviews. The classifier’s opti-
mum classification threshold was identified from the AUC scores. Thus, instead of clas-
sifying reviews using the naive approach which uses cases with probability greater than 
0.5 as revisit and less as non revisit, the labelling was made based on the threshold values 
that yielded the best AUC. In this way, the confusion matrix, which is a summary of pre-
diction results on a classification problem, yielded the best possible outcomes.

Revisit intention descriptive results

Overall, from the 75  K reviews, 17  K explicitly mentioned the author’s intention to 
revisit or not. Descriptive results of these reviews, depicted in Fig.  5, show the prob-
ability of expressing revisit intentions across 10 years over all reviews per year, including 
reviews with no explicit reference to revisit/no revisit (not shown in Fig. 5). The con-
fidence interval around the lines (estimated central tendency) shows the variability in 
the probability for each category of predictions. Therefore, the calculated probabilities 
are ‘revisit’, ‘non revisit’ and ‘not explicitly stating any revisit/non revisit intent’, all three 
totaling to 1. Since we are interested in revisit/non-revisit, we depict the probabilities of 
only these two cases of explicit mentioning of either revisit/non revisit in Fig. 5.

It can be observed that 2/3 star hotels have a higher overall revisit probability than 
4/5 hotels. However, there is a stronger negative trend in revisit and non-revisit inten-
tions for 2/3 stars between 2017 and onwards in contrast to 4/5 star hotels. This reduced 
eWOM with explicit reference to revisit or non revisit maybe due to hotels satisfying 
the bare minimum of consumer needs, i.e., basic factors (three factor theory). This 
eWOM behavior could be attributed to the impact of the economic crisis in Cyprus with 
reduced investments by hotels. Additionally, the probability variability for 2/3 star hotels 
in comparison to 4/5 star is higher, which could be attributed to higher homogeneity in 
the quality of service and amenities offered by 4/5 star compared to the 2/3 star hotels. 
Therefore, tourists have higher chances of meeting their expectation in 4/5 hotels, since 
these hotels’ features are more scrutinized than those of 2/3 star hotels.

Fig. 5 Probabilityand confidence interval of revisit and non-revisit across the years 2010–2019
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Training the topic models

Two STM topic models were developed (one for each hotel category) using only reviews 
that explicitly stated intention to revisit or not (N = 17 K). The learned topic model is 
expressed as a probability distribution of topics per review and denotes the probability 
of each topic discussed in a review; all topics’ probabilities in each review sum up to 1. 
The trained STM models’ theta values that refer to the probability that a topic is associ-
ated with each review are used as features during the training of the text classifiers.

Prior to topic learning, reviews had to be pre-processed further to eliminate irrelevant 
information through stop-word removal, stemming, and tokenization. This preproc-
essing differs from the intent recognition step that did not include elimination of stop-
words (for example “not”, since such words are important for negation detection) and 
words less than 3 characters, and stemming. Two approaches were employed prior to 
finding the optimal number of topics (k) for each corpus (2/3 and 4/5 star hotels). The 
first approach used all preprocessed text and the second only nouns, verbs, adjectives, 
and adverbs. The datasets for each category of hotels were used to build two different 
models using different numbers of k (10–50): these were evaluated in terms of exclusiv-
ity and coherence [87] to find the optimum value for k as depicted in Fig. 6. Based on the 
results and relevant recommendations [87], we consider 46 topics for the 2/3 star hotels’ 
topic model and 43 for the 4/5 topic model. These analyses were conducted with the 
STM package [98] in R.

Fig. 6 Semanticcoherence and exclusivity of 50 topic models analysed to identify the best k for the 2/3star 
(top) and 4/5star (bottom) hotels models. The optimum number of k is circled for each case
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For the interpretation of topics, we first considered words highly associated with 
each topic, then inspected the most prevalent reviews related to each topic, and finally 
mapped each topic with prevalent hotel service quality factors. Based on the hospital-
ity literature [63, 99, 100, 101], factors are categorized into tangible and intangible; the 
former include cleanliness, location, room amenities, quality of mattress, entertain-
ment, lighting and hotel facilities such as Wi-Fi. On the other hand, intangible attributes 
focus on hotel atmosphere, employee friendliness, and service quality such as reliability 
(e.g., punctuality), responsiveness (e.g., prompt service), assurance (e.g., politeness), and 
empathy (e.g., personal attention).

Revisit classifier training

The datasets that emerged from the labelled reviews and the topics associated with each 
review from the two categories of hotels were used to train two XGBoost classifica-
tion models that predicted intention to revisit. The topics’ probability distributions per 
review were used as the input features of the model. Prior to training the two models, 
feature selection was performed to identify the topics that would yield the best classifi-
cation performance using a random forest and recursive feature elimination with cross-
validation. As depicted in Fig. 7 and 40 features (topics) were considered while building 
the XGBoost classifier for the 2/3 star hotels, and 31 features for the 4/5 star hotels 
classifier.

To account for the data imbalance (number of revisits much higher than non-revisit), 
and to maximize the efficiency of the model, the grid search approach was used to select 
the best hyperparameters for achieving the best AUC classification metric by consider-
ing all combinations of hyperparameters that mitigate data imbalance. Figure 8 shows 
the improvement in 2/3 star XGBoost model’s performance after hyperparameter tun-
ing. To train and test the models, the data was split into training/testing sets using strati-
fied train-test split to preserve the same proportions of revisit/non revisit cases as in the 
original dataset. The two learned models yielded a prediction accuracy of 78% in the test 
data, 80% F-score as an indication of precision and recall measurement, and 83% effec-
tive class separation measured using the AUC for the 2/3 star hotels and respectively, 
79%, 82% and 85% for the 4/5 star hotels.

Revisit classifier interpretation

Using the SHAP technique, the XGBoost models’ inherent patterns were externalized. 
SHAP assigns each feature of the model (topics) with an importance value, also known 
as Shapley value, used to estimate the importance and effect of each feature on the mod-
el’s output [102] and the interaction between variables [30].

The SHAP summary plots of Fig.  9 combine each model’s feature importance with 
their effects on the target variable (revisit) in terms of log-odds. Each point on the sum-
mary plot is a Shapley value for an instance of a feature (for example the topic “rooms-
poor etc.”). The features are ordered according to their importance on the vertical axis. 
The color of the points represents the intensity of the topic discussion in a review (fea-
ture) from low (blue) to high (red) intensity. The points on the graph form a distribution 
of the Shapley values per feature.
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The summary plots show the association between topics and revisit. Dots on the 
SHAP summary plot represent single observations (i.e. reviews). The horizontal axis 
refers to the SHAP value which denotes the average marginal contribution of the fea-
ture value to the output across all possible coalitions (in game theoretic terms). Negative 
SHAP values (below zero) indicate a negative contribution (i.e., non- revisit), equal to 
zero indicates no contribution, and positive values indicate a positive contribution (i.e., 
revisit). For example, in Fig. 9 the probability of a customer non-revisiting is high if the 
red dots are placed on the left-hand side of the vertical line (negative SHAP values) for 
each of the features and vice versa.

The SHAP summary plots (Fig. 9) highlight important variables as these are extracted 
from the topic models that affect revisit intention. For the 4/5 star hotels the most 
important topics that affect revisit are the rooms and bathroom age/state (Fig. 9 bottom), 

Fig. 7 Feature selection (RFECV) prior to training the XGBoost modelfor the 2/3 star hotels (top) and 4/5 star 
hotels (bottom)
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with more discussion about the quality and age of the bathroom negatively affecting 
the intention of the tourist to revisit. Second topic in the ranking is the cleanliness of 
the rooms and the quality of the food. When both aspects are positively discussed by 
tourists, then the intention to revisit is increased. Additional negative topics are argu-
ments with the reception regarding various issues, the requirement to pay for drinks in 
all-inclusive packages, noise at night, and quality of food. On the contrary, aspects that 
improve revisit probability are the service quality and cleanliness. Overall, the Shapley 
values of negative topics on revisit are greater than the Shapley values of positive factors 
on revisit, which confirms the three-factor theory that highlights the asymmetric impact 
of basic service/product attributes on overall customer value perception (three factor 
theory).

The SHAP summary plot for 2/3 star hotels as depicted in Fig. 9 highlights the follow-
ing topics as positively contributing to revisit: comfort and location of the accommo-
dation, staff, breakfast and cleanliness. On the contrary, negatively contributing topics 
include, poor room quality, dirty bathroom, entertainment, air conditioner quality dur-
ing sleeping, inclusive drinks.

In addition to the summary plots, the dependency plots in Fig. 10 provide a drill 
down topic analysis by showing the Shapley values in accordance to revisit per indi-
vidual topic. These plots show that as the intensity of the topic discussions(x axis) 
increases in eWOM, the effect on revisit is stronger. The impact of the effect can be 
obtained from the shift in the log odds on the y-axis while the tolerance of the tour-
ist to the issue discussed in the topic is denoted by the angle of the local weighted 
regression line that describes the trend. For instance, the tolerance of tourists to the 
topic ‘old-room-bathroom’ (simplified topic name based on words associated with 
it) is less than that of ‘pay-inclusive-drinks’ which again goes back to the asymmetric 

Fig. 8 XGBoostclassifier’s AUC (2/3 star hotels) before (orange line) and after (blue line) 
hyperparametertuning



Page 23 of 31Gregoriades et al. Journal of Big Data           (2023) 10:60  

Fig. 9 SHAP summary plots for the 2/3star (top) and 4/5 star (bottom) hotels showing most prevalent 
wordsin each topic as features
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relationship between positive and negative effects of basic factors (three factor the-
ory). Similarly, the quality of the food and the cleanliness have greater impact on 
revisit compared to other topics. The identification of such basic factors is key to 
improve consumer repurchase since revisit performance will not improve by focus-
ing on excitement factors when the basic factors are not there.

It is evident from the results that the topics that cover the two groups of hotels 
have some common themes such as age of the facilities and the all-inclusive deal. 
However, the 2/3 star hotels also have additional negative topics such as cleanliness 
of the bathroom, pool entertainment, sunbeds availability, and air conditioner qual-
ity, while the 4/5 stars have issues with noise and guest management.

These results constitute recommendations for the hotel management on how to 
improve service to maximise revisit. Thus, the method showcases a timely approach 
for dealing with revisit given the many benefits of revisitors to businesses and the 
negative effects of explicit non revisit intention reference in eWOM.

Fig. 10 SHAPdependency plots of the 6 most important topics (4/5 star hotels). The y axisrefers to revisit 
probability expressed as log odds and x axis is the topicintensity in reviews. The red line is the trend
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Discussion of results
This work provides a novel method for investigating revisit intention and extends previ-
ous methods (e.g.,[17,  26]) of eWOM sentiment to infer about revisit, satisfaction [103] 
and quality of service from big data in the hospitality industry [104]. The method integrates 
negation detection, topic modelling, and SHAP-based interpretation of XGBoost classifiers 
and is similar to earlier work using eWOM to extract revisit intention with a combination 
of rule-based and ML techniques [3] and using ML to classify eWOM to harness a lexicon 
for non-revisitors and revisitors [26]. However, in contrast to the aforementioned earlier 
studies [26, 3], our work expands on models’ explainability and performance improvement 
through the use of negation detection without the need for manual labelling of data. A simi-
lar negation detection approach, but with manually labelled data, was used to assess senti-
ment and generate summaries of consumers’ eWOM [68].

Two XGBoost models are trained herein using as features the topics discussed in tourists’ 
reviews and as predictor the label allocated to the reviews after revisit intention annota-
tion (as revisit or non revisit). The models were shown to be effective in predicting revisit/
not-revisit intention with AUC greater than 83% in both hotel categories, and thus in iden-
tifying patterns that may lead to these intentions. Topics discussed in reviews are used to 
understand tourists’ positive/negative revisit intention; consequently, the factors identified 
are not specified in advance, but rather emerge from the data. In contrast to other revisit 
analysis studies that either use manually annotated data [3] or utilise review sentiment or 
rating as a proxy to revisit [26], the proposed method uses ML annotation and thus enable 
faster execution and generation of results.

The study uncovers and assesses factors that are beyond a set of predefined criteria 
explored in survey-based research [56,  57] and does that in an automated manner, thus 
enabling businesses to react to critical situations in a timely manner. Similar to Xu et al. 
[105], the study applies the three factor theory to understand the symmetric and asymmet-
ric effects of eWOM’ topics on revisit. Some of the factors identified herein are confirmed 
as important in previous research such as basic factors (according to the three factor the-
ory) relating to cleanliness and service quality [106, 63, 99, 100, 101]. Several other factors 
are also identified in this study including the positive but also negative effect of “entertain-
ment” (similar to [48]) and the negative effect of “all inclusive” schemes that do not cover 
the cost of all beverages. This study identifies both negative and positive factors affecting 
customer value perception.

The identification of negative factors is important with more significant practical impli-
cations, since these have higher impact on revisit performance as identified in the results 
and highlighted in the literature. For example, “rude attitude of employees”, one of the 
important negative factors, is also highlighted elsewhere [107]. Such negative factors can 
be further scrutinized using the dependency SHAP plots and in combination with positive 
factors enable the investigation of revisit in a holistic manner providing a more in-depth 
interpretation of consumer behavior.

Conclusions
This research addresses the problem of hotel revisits management through the analysis 
of eWOM content. The proposed method integrates negation detection, topic model-
ling, and text classification techniques to improve the accuracy of the produced results. 



Page 26 of 31Gregoriades et al. Journal of Big Data           (2023) 10:60 

The approach enables the automated analysis of revisit intention from eWOM as well 
as the provision of timely results. Traditional approaches to revisit analysis use surveys 
or interviews; however, these techniques are expensive, time consuming, and cannot 
be always automated. Our approach utilized free online information from the web and 
hence has a comparative monetary advantage to these approaches.

Theoretical implications

The proposed method has theoretical and methodological implications for various fields. 
Considering the limited research in the literature that employs ML and NLP to investi-
gate revisit intention in the hospitality industry, the proposed methodology can be use-
ful for future studies as a basis for new proposals for knowledge creation and extraction 
of insights from other social networks such as Twitter or Yelp.

Researchers can apply the proposed method on eWOM from different consumer seg-
ments, such as first-time visitors or loyal consumers, tourists from different cultural 
backgrounds, economic conditions, or different behavioural attitudes (novelty seeking 
etc.), to inspect, assess, and understand what aspects these customers value most when 
stating that they are willing to revisit or not. Negative factors that reduce revisit inten-
tion in these consumer segments can also be analysed using this approach. The proposed 
approach can also be used to validate insights extracted with traditional means regard-
ing the relationships between revisit with other variables.

The methodology can also be applied in different contexts, other than hotel revisit, 
such as restaurant and destination re-visit, or product repurchase using product 
reviews. The proposed methodology also addresses shortcomings in measuring revisit 
intention through traditional means such as surveys with questionnaires, since reviews 
are more spontaneous and are generated voluntarily based on customers’ experiences. 
Hence, extracting information from eWOM could avoid the self-reporting bias that usu-
ally occurs with questionnaires. Furthermore, the topics/factors identified in the pre-
sent study can be explored as variables using quantitative models that can explore more 
generalizable inferential models. Thus, scholars can use the present investigation as a 
precursor of future quantitative investigations through the formulation of hypotheses in 
empirical studies. Scholars may construct statistical models and justify theoretical vari-
ables related to revisit using questionnaires to either verify the results or scrutinize the 
variables further.

Practical implications

The revisit intention probability calculated by the trained classification model could be 
used as a measure of hotels’ performance. For instance, such metric can illustrate how 
good the products and services of hotels are as opposed to the currently used review rat-
ings, to monitor customers’ satisfaction. This metric could provide alternative means to 
evaluate how well a hotel performs in terms of earning customers’ loyalty. In the absence 
of existing revisit intention labels in reviews, hotels can use the proposed approach to 
assess their revisit performance automatically instead of manually processing reviews or 
conducting timely surveys or interviews. Similarly, destinations’ management can use 
the revisit intention metrics and diagnostics to shape their policy and marketing strat-
egy. Such methods can be incorporated in customer relationship management tools to 
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assist management in attaining strategic goals with regards to retainment of consumers 
[108].

The method enables the automatic identification and assessment of the impact of “per-
formance”, “excitement” and “basic” factors (three factor theory) on revisit intention. 
Since positive revisit intention relates to what hotels do well (excitement and perfor-
mance factors), while non revisit intention highlights what needs to be changed (basic 
factors not met), the probabilities associated with each factor can be used to prioritize 
what hoteliers need to focus on first to have the highest impact on their revisit perfor-
mance in the less possible time. Hotels can use the proposed method on all available 
textual information written about them in different social media platforms by consum-
ers to identify the adjustments needed for their operations to improve customers’ revisit. 
Moreover, since the expectations between first time and repeating customers differ [48], 
hoteliers need to engage with each of these customer groups differently. Insights from 
the application of the method can assist hoteliers to formulate the most appropriate 
strategies for each group.

Non revisit intention is usually accompanied with negative eWOM, thus if not 
addressed early, it could have serious consequences on hotel’s reputation and profit-
ability. Hoteliers need to learn from the feedback on poorly offered services and react 
quickly by improving their operations to avoid additional negative impacts. The auto-
mated approach proposed in this study can help in the speedy response to these chal-
lenges. Repeating customers on the other hand intend to spread positive eWOM and 
thus could increase hotels’ bookings, therefore, the drivers of revisit need to be identi-
fied and utilised wisely through advertisements to attract more customers.

The revisit performance metrics can also be used by social media platforms such as 
TripAdvisor to provide customers with additional means to support their decision mak-
ing. High revisit performance of a hotel represents a higher chance of a customer hav-
ing a positive experience. Such information in combination with the extracted factors 
that contribute to revisit performance could have a greater influence on consumers pur-
chasing decision compared to review ratings or the manual evaluation of reviews’ text. 
Therefore, such functionality could attract more traffic (and as a result more profits) to 
such websites because it would reduce customers’ choice uncertainty.

Limitations and future research

The work presented comes with some limitations. Firstly, the proposed model overlooks 
certain factors that could influence revisit intention, such as brand name or contextual 
variables such as the weather [109]. These factors can be used as moderators in future 
studies.

Secondly, this work does not address fake reviews and does not consider the credibil-
ity of the eWOM author as also noted elsewhere [13]. Such information could influence 
the results. Fake reviews can be addressed through a different classifier and reviewer’s 
credibility can be harnessed from the followers and likes. Moreover, from the classifica-
tion performance perspective, the revisit classifier can be further scrutinized by compar-
ing its performance against classifiers trained on crowdsourced data of consumer revisit 
intention, collected through an experiment on Amazon’s Mechanical Turk and validated 
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using majority vote [73] since it is the simplest, yet most effective, ground truth infer-
ence algorithm for crowdsourced data.

Further work will evaluate an additional explainable machine learning method to assist 
in identifying the changes that businesses need to perform to their practices to guar-
antee increase in revisits using counterfactual explanations of machine learning mod-
els. Counterfactual explanation methods [110] have attracted increasing attention in 
recent years since they can be used to explain and recommend actions to be performed 
to obtain the desired outcome. Future work is directed towards using counterfactual 
explanations, focusing on multiple non-revisit cases, to identify the minimum interven-
tions that an organisation needs to make to its practices/policies to guarantee increased 
revisitors.

Finally, our future work will also seek to exploit deep neural networks for intent classi-
fication, such as Bidirectional Encoder Representations from Transformers (BERT) [111] 
that have been recently applied in other text classification tasks with success. However, 
these models are computationally intensive, which limits their application to GPU-based 
processing. In the future, we will utilise BERT to benchmark the results to our approach.
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