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Abstract 

This article presents a taxonomy and represents a repository of open problems in 
computing for numerically and logically intensive problems in a number of disciplines 
that have to synergize for the best performance of simulation-based feasibility studies 
on nature-oriented engineering in general and civil engineering in particular. Top-
ics include but are not limited to: Nature-based construction, genomics supporting 
nature-based construction, earthquake engineering, and other types of geophysi-
cal disaster prevention activities, as well as the studies of processes and materials of 
interest for the above. In all these fields, problems are discussed that generate huge 
amounts of Big Data and are characterized with mathematically highly complex Itera-
tive Algorithms. In the domain of applications, it has been stressed that problems could 
be made less computationally demanding if the number of computing iterations is 
made smaller (with the help of Artificial Intelligence or Conditional Algorithms), or if 
each computing iteration is made shorter in time (with the help of Data Filtration and 
Data Quantization). In the domain of computing, it has been stressed that computing 
could be made more powerful if the implementation technology is changed (Si, GaAs, 
etc.…), or if the computing paradigm is changed (Control Flow, Data Flow, etc.…).
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Introduction
This introduction concentrates first on the general issues of fundamental importance 
for computer engineering and then turns to specific issues of importance for the uti-
lization of computer engineering in nature-based engineering supported by Artificial 
Intelligence applied to Big Data problems, with a focus on civil engineering that utilizes 
nature-based construction.

This includes: Simulation of natural processes, genomics for new species, earthquake 
and geophysical disaster prevention engineering, and engineering of new materials.

The above mentioned applications generate massive Big Data and use complex Itera-
tive Algorithms. Techniques do exist to make problems less computationally demand-
ing, but no matter how effective these are, computers have to be made more powerful, 
by changing the Implementation Technology or the Computing Paradigm. These issues 
are elaborated in Fig. 1.

General issues

In general, a major problem nowadays is the automatic generation, validation, and inte-
gration of scientific research hypotheses into a larger body of scientific knowledge, by 
applying the scientific methods to the measurements and the assumptions already col-
lected [36].

Another significant problem is the experiment design that would be optimal for veri-
fying a particular set of hypotheses. A high-profile example of such a challenge is the 
design of the experiment that would be capable of confirming or disproving the quan-
tum nature of gravity—eventually uniting the quantum field theory with the general the-
ory of relativity.

Fig. 1 Avenues of making the problems less demanding and making the computers more powerful (hybrid 
solutions are also possible, while the term “powerful”, in its wider sense, has four dimensions: speed, size, 
precision, and power, in the narrow sense)
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However, in many smaller domains, plenty of cases would gain a lot from a com-
putational way of designing such an experiment. For example, in the solid electrolyte 
research field, several theoretical models explain the possibility of ion current waiting 
to be verified by an experimentalist. An engineering application of the computation 
approach capable of ensuring an optimal design would be the automated construction 
of devices and production pipelines capable of producing specific outputs (products, 
material objects, etc.) meeting a set of requirements. The research aimed at the out-
lined goals is unfolding in several directions implying advances in many fields of com-
puter science. There is no direct attempt to address the outlined problems as a whole, 
to the best of our knowledge.

Although there is a strong community aiming at developing Artificial General Intel-
ligence (AGI), their goal is still a bit different. Mainstream AI research mainly aims at 
solving local tasks, exploiting the power of machine intelligence to solve a particular 
problem (e.g., AlphaFold). The main branches of research imply the development of:

(1) Optimization algorithms capable of dealing with large combinatorial spaces and 
finding optimum solutions in such spaces that are defined by a Pareto-optimal fron-
tier of a given multivariate function and a set of constraints. As a target, those algo-
rithms should deal with: (a) high-dimensional real-life systems defined by a com-
puter simulation or experimental facilities, as well as with: (b) concepts/hypotheses 
that would emerge out of measurements and interactions with human-peers.

(2) A mathematical, conceptual modeling language that is capable of describing an 
abstract model of a given domain and a set of transformational heuristics that allow 
analysis, inference, and composition of new conceptual models shown experimen-
tal pieces of evidence.

(3) A language model that is capable of communicating with human peers on the rep-
resentation of given experimental domain measurements, conceptual model rep-
resentations, plans, and actions related to the integrated simulation/experimental 
environments.

(4) Researchers at the Google AI Language group presented BERT (Bidirectional 
Encoder Representations from Transformers) for deep bidirectional representa-
tions from the unlabeled text by jointly conditioning on both left and right context 
in all layers [11]. As a result, the pre-trained BERT model can be fine-tuned with 
just one additional output layer to create state-of-the-art models for a wide range of 
tasks, such as question answering and language inference, without substantial task 
specific architecture modifications. It is one powerful example of transformers—
a deep learning model that adopts the mechanism of self-attention, differentially 
weighting the significance of each part of the input data. Today, transformers mod-
els are used primarily in the fields of computer vision and natural language process-
ing (NLP).

A concise state of the art of the outlined branches is discussed next:

(1) Deep learning models have demonstrated astonishing breakthroughs in dealing 
with large combinatorial problems. One of the most prominent examples of deep 
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learning applied to solving complex interaction tasks is the DeepMind AlphaZero 
and AlphaGo systems [44, 45], which were developed to play the game of Go. The 
system was able to defeat a professional Go player in a match in 2016, and has 
since been used to develop other systems that can play games like poker and shogi. 
AlphaFold is a deep learning system that was developed by DeepMind to predict 
the 3D structure of proteins [27]. The system was able to accurately predict the 3D 
structure of proteins in a recent competition and is seen as a major breakthrough in 
the field of protein structure prediction. MuZero [41] is another deep learning sys-
tem developed by Google DeepMind, which has been designed to play a wide vari-
ety of games, without any prior knowledge of the rules. The system has been shown 
to be able to achieve strong performance in a variety of games. Remarkably, the lat-
ter system is designed to have implicit trainable representation, as well as memory, 
suitable for asking/answering questions about the external environment to make 
long-term predictions. Another notable example in this field is the GFlowNet—a 
deep learning flow-network-based generative method that can turn a given positive 
reward into a generative policy that samples with a probability proportional to the 
return [3].

(2) Mathematical field of research focusing on the development of conceptual founda-
tions capable to cover a great variety of domains is rooted in the latest research of 
the category theory [5] and the topos theory [30]. Categories are notable mathe-
matical objects that already found a lot of practical applications in computer science 
[19], deep learning [46], and modeling [55]. Such formalism allows introspection 
resulting in the development of various modeling theories [31] that conceptualize 
representation transformations for a variety of needs.

(3) Recent attempts to design deep learning models capable of reasoning through 
a series of deductive steps have demonstrated mixed results. On the one hand, 
many models can perform simple reasoning tasks such as basic arithmetic. Still, 
on the other hand, current neural models struggle with more complex reasoning 
required for tasks such as solving algebraic equations. This area itself represents a 
long-standing challenge for artificial intelligence and deep learning [33, 34]. Several 
attempts have been made to design models that use deep learning to represent and 
reason through a series of deductive steps [51]. Using these models, the authors 
successfully solve simple algebraic and geometric problems from primary school 
math. Authors also demonstrate the model’s ability to solve complex equation sys-
tems and logic puzzles requiring a higher level of reasoning [56].

(4) Another possible avenue of research implies the use of a newly emerging program-
ming paradigm based on Graph Manipulation. This is best explained using an 
example: Assume that a program should predict the ability of a person to return in 
time the loan (s)he took. A common method implies to look at the credit history of 
all of the associated people. However, a more realistic program would be based on 
many parameters that better characterize a person’s ability to return a loan, such 
as the living place, the car owned, the profile of expenses, etc. Suppose that we like 
to evaluate a newly coming person using the above mentioned. For that purpose, 
we can use a special type of machine learning algorithm, targeted to be performed 
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over the network of connections. Such algorithms, that learn how to evaluate the 
characterizations of future customers, are very common today, and the algorithms 
belonging to this operation are termed GNN. The GNN algorithms are commonly 
used in numerous applications, such as detecting anomalies in systems, identifying 
security attacks, and many more.

An artificial neural network ANN for artificial vision has been suggested in [26], where 
an ANN was used for facilitating image reconstruction, which could be of importance 
also for NBC. Images are formed using fabricated compound eyes, inspired by structures 
found in the compound eyes of different insects. This ANN consists of several layers 
depending on which insect’s eye is used for biometrics; each layer performs a complex 
operation for a layered image. Layer’s nodes have different weights, determined during 
the training cycle. These layers are linked, and some are cross-linked to the next layer 
nodes, with signal processing performed in the forward direction. The architecture of 
such an ANN could overcome current limitations in terms of speed and accuracy of 
vision systems based on optical apparatus of the compound eye. Also, this type of ANN 
could resolve imaging problems in the presence of large background noise, enabling 
imaging techniques in low-light illumination, down to the single-photon level, which is 
an important feature when mimicking vision systems of insects known to be able to see 
in “dark”. Such an ANN requires large amounts of data, if higher resolutions are needed. 
Therefore, the best-suited methods of computing in applications of such ANNs are those 
that have been proven effective for Big Data processing using Iterative Algorithms.

The know-how of all these examples could be utilized for the treatment of engineer-
ing problems like nature-based construction, data mining from genomics, earthquake 
engineering, and the discovery of new materials. Machine Learning can considerably 
decrease the number of iterations in a detailed simulation process. However, the limi-
tations of Machine Learning should be well understood, especially when Big Data are 
involved [21].

Specific issues

Before a complex project in civil engineering is launched, a proper feasibility study has 
to be performed, to show that the project is worth the effort, to demonstrate what will 
be its positive effects, qualitatively and quantitatively, but also to shed light on possible 
problems, and to figure out what are the research efforts and time scales of relevance for 
solving the possible problems.

Such simulations are nowadays performed using the classical Control Flow machines 
(multiprocessors or multicomputers) and may take months, years, or even decades (if 
extremely complex algorithms and extremely Big Data are involved) to complete. So, the 
natural question to ask is if computing alternatives do exist, and what they are.

These days, the computing infrastructure could be based on four different paradigms 
for computing and four related programming models. Some of the paradigms and mod-
els are well established, while others are still in their development phases.

The four paradigms are: Control Flow (MultiCores, as in the case of Intel, and Many-
Cores as in the case of NVidia), Data Flow (Fixed ASIC-based, as in the case of Google 
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TPU, and flexible FPGA-based, initially as in the case of Maxeler DFE and more recently 
as in the case of many other vendors), Diffusion Flow (as in the case of IoT, Internet of 
Things, and WSNs, Wireless Sensor Networks), and Energy Flow (as in the case of Bio-
Molecular and QuantumMechanical computing).

For details of each mentioned computing paradigm, the interested reader is referred to 
the references [1, 2, 8, 16, 43, 49, 52].

Each one of the mentioned paradigms is characterized by different capabilities in the 
major domains of computing hardware: (a) Speed, (b) Power, (c) Size, and (d) Potential 
for the highest precision. As far as the domain of computing software, each related pro-
gramming model has its own peculiarities that impact the ease of programming.

Each one of the mentioned paradigms is best suited for its own set of problems.
Some paradigms are best used to serve as hosts, while others are best used to serve as 

accelerators attached to the host. However, they are utilized most effectively through a 
proper combination, meaning that each one of the many different threads of a complex 
simulation process should be run using the paradigm that is best suited for it. Excellent 
articles that shed more light onto the issues covered in our research are [20, 50, 54].

This article first defines the problem. Then, in the second part, it presents the pros 
and cons of each mentioned paradigm. Third, it discusses the chip-level infrastructure 
that combines the four presented paradigms and enables their synergy in the applica-
tion domain. Forth, generally, it presents the four problem domains that may need more 
paradigms to cooperate in a number of possible ways that enable them to synergize. 
Fifth, it sheds more light on a number of specific problems that are extremely comput-
ing intensive. Finally, it concludes with the open research problems that need immediate 
attention.

Comparison of four computing paradigms
The Control Flow paradigm was initiated from the research of von Neumann. It is best 
suited for transactional processing and could be effectively used as the host in hybrid 
machines that combine all the above mentioned paradigms.

In the case when a Control Flow MultiCore machine is used as a host, the transac-
tional code is best run on the Control Flow host, while the other types of problems are 
best run on accelerators based on other types of paradigms. In the case when the code 
operates on data organized in 2D, 3D, or structures of higher dimensions, a better level 
of acceleration could be achieved by a Control Flow ManyCore accelerator. The pro-
gramming model is relatively easy to comprehend. Speed, Power, Size, and Potential for 
high precision of Control Flow machines are well understood [9].

The Data Flow paradigm was inspired by the research of Richard Feynman, and is 
based on the fact that computing is most effective if data, during the computational pro-
cess, are being transferred over infinitesimal distances (or not transferred at all), as in 
the case of computing based on execution graphs.

Compared with Control Flow, the Data Flow approach brings speedups, power sav-
ings, smaller size of machinery, and larger potentials for higher precision, but utilizes 
a more complex programming model, which could be made less complex if lifted on 
the higher levels of abstraction, but in that case, a part of the claimed advantages could 
disappear.
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The Diffusion Flow paradigm is based on research in massive parallelism (IoT), and is 
meant also for such systems enhanced with sensors (WSNs). One intrinsic characteristic 
of this approach is a large areal or geographical coverage, which means that it is theoreti-
cally impossible, during the computing process, to move data over small distances. This 
means that the speed-up related observations of Richard Feynman could not be utilized. 
So, the processing has to be based on another concept: Processing while transferring. 
Some level of processing while transferring is absolutely necessary, typically for data 
reduction purposes, or for any other kind of pre-processing. This is a reason for using 
the term “diffusion”. Pre-processing for data reduction or other purposes could be done 
during the “diffusion” of the collected, possibly Big Data type towards the host, to make 
it easier for use.

If the energy is scavenged, the power efficiency could be extremely high, so the pre-
processing by IoT or WSN would make the host burn less energy during the final pro-
cessing at the host.

In addition, the size of the machinery is negligible in the case of IoT and WSN, but 
unfortunately also the potential for the highest precisions. If a lot higher precision is 
needed, another paradigm has to be searched for. A number of related programming 
models have evolved for IoT and WSNs, since the initial PROTO research at MIT. These 
models could be fairly complex and have to be mastered properly, which could be a 
challenge.

The Energy Flow paradigm, nowadays, is meant only for the acceleration of the algo-
rithms that are not well suited for any one of the paradigms mentioned so far. No matter 
if BioMolecular or QuantumMechanical approach is used, the processing is based on 
energy transformations, and the corresponding programming model has to respect the 
intrinsic essence of the utilized approach. Only in such a case, the best possible perfor-
mance would be achieved.

For a specific set of algorithms, the speedup could be enormous, the needed energy 
could be minimal, the size could be small enough for a great number of applications, 
while the potential for precision could be unthinkable of if QuantumMechanical 
approach is used. If the BioMolecular approach is used, potentials do exist for effective 
simulations in some fields, like nature-based construction. The related programming 
models for both sub-paradigms are on the rise.

Possible architecture of a supercomputer on a chip
For the current state of the technology, over 100 Billion Transistors (BTr) on a chip, or 
over a Trillion transistors (TTr) on a wafer, are doable. Consequently, it is possible to 
place (on a single chip) both the above-mentioned Control Flow engines (a small num-
ber of MultiCores and a large number of ManyCores) and both the above mentioned 
Data Flow engines (a fixed systolic array for the most frequently used algorithms and a 
reconfigurable engine for execution graph based computing applicable to all the other 
algorithms).

However, possible enhancers for data collection (in the form of IoT or WSN) 
and possible accelerators of nature-inspired or nature-based processes or when 
extremely high speeds and precisions are needed (in the form of BioMolecular and/
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or QuantumMechanical) have to be off-chip, but easily accessible via proper on-chip 
interfaces.

The random access memory and the classical I/O could be placed partially on the chip 
and partially off the chip. If these resources are placed off the chip, they should be con-
nectable over proper interfaces, so that the speed-up losses due to off-chip placement 
would be minimal. Of course, the protocols linked to the interface should not lower the 
effectiveness of the off-chip accelerators.

State-of-the-art Supercomputers on chip (SoC) examples encourage this approach 
[7, 12, 38, 53]. Future SoC will have all the above-mentioned components in a pack-
age, each one as a separate chipset, connected with a high bandwidth on-package 
interface in a 3D manner.

Therefore, no matter if 100BTr or 1TTr structures are used, the internal architec-
ture, on the highest level of abstraction, should be as in Fig. 2. However, the distribu-
tion of resources could be drastically different from one such chip to another, due to 
different application demands (transactions-oriented or crunching-oriented), and due 
to different data requirements (memory-intensive for massive Big Data of the static 
type, or streaming-oriented for massive Big Data of the dynamic type, coming in and 
going out via the Internet or other protocols).

However, note that the BIREN chip has reached 77BTr in 2022 and that the CER-
EBRAS wafer has reached 2.5TTr also in 2022, but their internal architectures differ 
from the one advocated in this article.

No matter what is the internal architecture of a supercomputer on a chip, testing is 
a critical issue, and the following is of the ultimate importance for testing:

(a) Identifying the relevant test cases (integration, functionality, booting, and power 
management;

(b) Managing interaction between the software executed on processing cores and the 
test environment in pre-silicon simulations.

The type of chip architecture advocated in this article is tuned to the applications 
that need all four paradigms of computing and are highly demanding on speed, power, 

Fig. 2 A supercomputer on a chip architecture for Artificial Intelligence and Big Data (the effort assumes 
optimizations both in the architecture and the power domains)
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precision, and size, so they can not benefit from approaches that combine hardware and 
software in traditional ways. Such applications are summarized in [36].

The following examples cover categories of problems with extremely high demands 
related to detailed simulations in the domain of Big Data problems, based on highly Iter-
ative Algorithms. These problems often times need the enhancement that comes from 
Artificial Intelligence (AI). These problems, if relevant for Civil Engineering or related 
fields, belong to the following for general categories:

(1) NBCE—Nature-Based Construction Engineering
(2) GNBE—Genomics Supporting NBCE
(3) EQIS—EarthQuake (EQ) Information Systems for Predicting and Alarming
(4) NCEM—Creation of new materials for civil engineering that do not radiate CO2 

and are not sensitive to EQs.
The algorithms used in the above areas could be:
(1) Statistical and stochastic processes mimicking the processes in the nature or varia-

tions there-off.
(2) Genomics algorithms like NW (Niederman Wuensch) or SW (Smith-Waterman) 

or similar.
(3) Partial Differential Equations (PDEs) of the type: FE (Final Element) or FD (Final 

Difference) or hybrid.
(4) Tensor calculus and mathematical logic or hybrid
For such a set of applications, in our research, we assume that the optimal distribution 

of resources would be as shown in Table 1 [36].
It is important to underline, for applications of interest, data come either from the 

internal memory system, or from an Internet Protocol (IP) stream, and/or from WSNs 
or IoT.

Elaboration
In NBCE, it is better to use biological structures that grow fast and are populated 
with insects that generate relatively hard nanomaterials, than to build concrete walls 
that emit CO2 and are EQ-sensitive. The bio structures may not radiate CO2 and may 
be extremely flexible when it comes to earthquakes. Also, it is better to use fish and 
plankton or other specialized organisms, than utilizing metal nets, to protect specific 
underwater structures [15]. Such solutions may include some other side effects of 
interest for the local or the global economy. Before each and every investment of this 

Table 1 A hypothetic distribution of resources in a supercomputer on a chip, with basic memory 
on-chip and extended memory off-chip

Chip hardware type Estimated 
transistor 
count

ExecutionGraphProcessor 70BTr

ManyCores 15BTr

MultiCores 12BTr

SystolicArrayProcessor 02BTr

AcceleratorsInterfaces 01BTr
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type, a feasibility study has to be performed. The most reliable feasibility studies are 
based on simulations. However, such simulations could be extremely time-consuming 
and could last for months or even years, especially if they are supported by extremely 
large data sets coming in via IoT (Internet of Things) and/or WSNs (Wireless Sensor 
Networks). The solution of duration-related problems is in switching from the Con-
trol Flow paradigm to a proper combination of the Control Flow paradigm and the 
other three above mentioned computing paradigms, using the computing architecture 
in which the Control Flow part is the host and the other three parts are accelerators.

In GNBE, genetics of species, and related processes, in real circumstances, may 
take months or even years to generate the desired effects, especially when it comes 
to civil engineering related applications. If various mutations of potential interest are 
to be studied, the computing complexity may explode. In such cases, computer simu-
lations on Control Flow engines, based on enough details, could take time which is 
not acceptable. Again, the solution is in proper synergies of the four here-mentioned 
computing paradigms.

In EQIS, models do exist of cities, which are based on bricks and cement, but simu-
lations of earthquakes with these models as inputs, may take not only months or years 
but even decades, to complete on the fastest Control Flow machine today. The simula-
tion process could be drastically accelerated if only a proper Data Flow accelerator is 
used. Such accelerators are well suited for PDEs of the type FE (Final Element) needed 
for prediction purposes, and for PDEs of the type FD (Final Difference) needed for 
alarming purposes in various emergency situations, during and after EQs.

In NCEM, new processes and materials with desired properties are best found if 
ML (machine learning) algorithms are combined with classical algorithms used in 
processes-related and materials-related research, such as studies of two-dimensional 
materials, of fluid or aerodynamics, and of the non-CO2 emitting or the self-repair 
structures. Such hybrid algorithms are computing-intensive, so again, the solution is 
in the synergy of several paradigms.

A summary of highly demanding specific problems needing research 
towards new algorithms and new acceleration approaches
This section gives an overview of selected problems that need both new algorithms 
and their acceleration via a synergy of the computing paradigms presented.

Each one of these problems is now defined, its importance is elaborated, the best 
existing solutions are pointed to, the essence of the suggested research avenues and 
the related methodologies are explained, as well as the relevant details of importance 
for the methodology selected for the research to follow. Each one of the following 
examples, in sections. "Examples/Tasks related to NBCE", "Examples/tasks related to 
GNBE", "Examples/tasks related to EQIS", "Examples/tasks related to NCEM", is pre-
sented using the same template, if and when appropriate:

(a) General problem and its implications in science, engineering, humanities, and/or 
social studies.



Page 11 of 21Babović et al. Journal of Big Data           (2023) 10:73  

(b) Specific problems in computer-based simulations that are crucial for feasibility 
studies, and have to be solved.

(c) A brief overview of the existing solution(s), and their criticism, from the viewpoint 
of interest for the mission of this research.

(d) The essence of the suggested research avenue, with an indication that it will over-
come the formerly mentioned criticism.

(e) Suggested research avenues in the methodology domain, using Gantt and Perth 
charts, aimed for the best possible effectiveness, down to the level of task details of 
importance for the overall success of the related research.

(f ) Logics (explained via a figure, accompanied by a related text) and mathematics 
(given via a formula, accompanied by a related text), are involved in the most criti-
cal aspects of the research in the domain of computing.

(g) Main outcomes of the research and their possible side effects.
(h) Possible obstacles on the way to the goals set, and related risks.
(i) A conclusion which summarizes the essence of the issues presented above.
(j) References relevant to the described research mission, including those that cover the 

related research history of the author(s).

In summary, if and where appropriate, each one of the parts in sections  "Examples/
tasks related to NBCE", "Examples/tasks related to GNBE", "Examples/tasks related 
to EQIS" to "Examples/tasks related to NCEM" includes the above notions (brief and 
crispy), graphs, figures, and possibly some mathematics, while the related references are 
merged together at the end of this article.

Examples/tasks related to NBCE

Critical research is concerned with mapping of a complex algorithm of interest for 
NBCE/DoD applications, onto four different computing platforms, each one based on 
a different computing paradigm. For the paradigm that proves to be the most effective 
in terms of combined speed, power, precision potential, and physical size, the research 
should create guidelines for further improvements along four different avenues:

 i. Algorithmic modifications for better fit with the selected computing paradigm.
 ii. Architectural modifications of the selected computing paradigm, for better fit with 

the algorithm in focus.
 iii. Optimization add-ons to the compiler for better system effectiveness.
 iv. Effective creation of an ASIC chip architecture for additional speedup and addi-

tional power savings.

An example that synergizes two algorithms proven effective for a number of NBCE/
DoD applications, is in image understanding, in conditions when the image is corrupted 
by noise or damaged in a number of different ways. The two algorithms, proven to be the 
most effective ones, are: Generalized Brain-State-in-a-Box neural network (gBSBNN) 
introduced by [37] and the combined discrete Fourier transform and neural network 
(DFT-NN) algorithm from [22]. The synergy of these two symbiotic algorithms is envi-
sioned for future research as follows: For one set of conditions, gBSBNN performs better 
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and DFT-NN performs better for another set of conditions. The exact specification of 
the two sets of conditions could also be the subject of a future study.

It follows from a preliminary study that the two sets overlap only partially, meaning 
that the union of the two sets is a lot larger compared to the intersection of the two sets. 
This implies that the best algorithm is a hybrid algorithm that first checks the condi-
tions, and then utilizes either gBSBNN or DFT-NN.

With the above in mind, the future research would be to evaluate the hybrid algo-
rithms for several methods of computing:

• FPGA Data Flow by the Maxeler DataFlow Engine (DFE)
• ASIC Data Flow by Google Tensor Processing Unit (TPU)
• MultiCore Control Flow by Intel CPU
• ManyCore Control Flow by NVidia GPU.

During the comparison, we expect the DFE approach to be superior [18, 29, 35]. To 
further improve the performance, algorithmic changes would be introduced into the 
algorithm, as well as the architecture/compiler improvements into the implementation 
of the paradigm [47, 48].

Another issue is related to the computation that occurs on a much smaller scale at reg-
ulatory and signaling pathways in individual cells and even within single biomolecules; 
we can simulate biomolecular computing in biological systems.

There are remarkable capacities of biological building blocks to compute in highly 
sophisticated ways. For example, the plaque progression model in the carotid artery was 
coupled with Agent Based Method (ABM) [4, 17]. The ABM was coupled with shear 
stress and LDL initial distribution from the lumen.

Iterative calculation inside the wall for lipid infiltration and accumulation using a ran-
dom number generator for each time step has been used. It was coupled with an ini-
tial WSS (Wall Shear Stress) profile, which triggers a pathologic vascular remodeling by 
perturbing the baseline cellular activity and favoring lipid infiltration and accumulation 
within the arterial wall. The ABM model takes shear stress and LDL initial distribution 
from the lumen and starts iterative calculation inside the wall for lipid infiltration and 
accumulation using a random number generator for each time step.

Power issues are inherent to any system of the type described here, and have to be 
treated properly [23–25].

Today’s operations of electric power grids can be enhanced by evolving a hierarchi-
cally-designed and operated physical system into an interactive Cyber-Physical System 
(CPS).

Current industry practice is to coordinate the operations by the Energy Manage-
ment Systems (EMS) sending commands to controllable power plants in their area to 
produce energy in a feed-forward manner. This is done at the Balancing Authority (BA) 
level where EMS uses its SCADA-enabled state estimator to predict power imbalances. 
The hard-to-predict imbalances are managed by the BAs, most often implemented using 
dedicated communication and control schemes. Important for harvesting new oppor-
tunities by means of digitization, is to understand the assumptions implied in today’s 
operation and to design hardware and software needed to relax them. The emerging 
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poly-centric approach to electricity services proposed as a possible way forward should 
be considered and further explored [23]. The next generation SCADA becomes a 
Dynamic Monitoring and Decision System (DyMonDS) that relaxes major assumptions 
through interactive information exchange [24, 25]. This brings about inter-temporal and 
inter-spatial flexibility as a means of implementing cooperative gains and the ability to 
increase efficiency without sacrificing QoS. This CPS design is non-unique for any given 
social-ecological energy system (SEES) since it depends on the performance objectives 
and its resources, end users, governance system, and their interactions.

System governance and policy making determine the overall organization of the physi-
cal system, into sub-systems, with their own sub-objectives, and rules for information 
sharing in operations and planning. As such, they must be accounted for when build-
ing physical man-made portions of the system and the supporting CPS architecture. The 
design of a man-made physical grid and its cyber are done to enhance the performance 
of an existing man-made system. At the same time, digitization is needed to improve 
dynamic interactions of the SEES components and to align their sub-objectives to the 
best degree possible. Several real-world power grid examples are shown to illustrate its 
key role and potential benefits.

Examples/tasks related to GNBE

As it has already been stressed, plants could provide desirable characteristics of interest 
for civil engineering, while the species could maintain processes of interest for a given 
civil engineering mission. However, the question is if the existing plants and species are 
the most suitable options for each given task. There is a probability that a more sophis-
ticated genetic mutation could be created, which performs the given goals more effec-
tively. For that issue to be analyzed in-depth, a proper genetic analysis is necessary.

Such an analysis requires a large number of possible genetic structures to be com-
pared, in order to find out what direction of mutations brings what potential benefits. 
The number of combinations to analyze could be enormous. Finding hidden knowledge 
related to desirable characteristics may take huge amounts of time in a computing envi-
ronment. Consequently, a considerable level of acceleration is needed.

It has been predicted that, in a near future, using the genomic mechanisms that ana-
lyze gene mutations, it would be possible to generate new organisms with desired prop-
erties, which could be of importance for nature-based engineering, in general, and for 
nature-based construction in specific, like in civil engineering [28, 39, 40].

Examples/tasks related to EQIS

In order to design buildings under earthquake loads, a simulation of seismic effects has 
to be carried out. The first step in seismic design of structures is to perform a modal 
analysis, which generates Eigen frequencies and Eigen modes of structures.

Based on them, the seismic force is calculated and the design forces could be deter-
mined. This is a standard procedure in engineering practice, based on linear simu-
lation. However, for more complex problems, a pushover (non-linear static) analysis 
may have to be employed. It gives more insight into the non-linear behavior of the 
studied buildings (Fig.  3). The most precise, but also the most demanding compu-
tationally, is the time history analysis. It gives the results in each time step of the 
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Fig. 3 a Geometry and finite element of the mesh numerical model; b force–displacement curve of the 
non-linear static analysis and c Deformed shape with compression damage distribution (5 times scaled 
deformation) [32]

Fig. 4 a Model of a steel industrial structure; b applied acceleration at the base of the structure in the time 
history analysis and c displacements at the each story of the model [6]
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numerical integration (Fig. 4), as a solution of the differential equation of forced oscil-
lations. Due to its high computational demands, it is mostly used for special struc-
tures (dams, nuclear power plants, industrial facilities, etc.…).

In recent years, the use of machine learning in the field of earthquake engineering is 
increasing. For example, neural networks could be used to optimize the design/calcu-
lation of structures (Fig. 5), to enhance the quality of time history simulations, rapid 
earthquake damage assessment and recovery, sensor farms treatment in construction 
project management, etc.

The use of machine learning in the seismic design of structures will reduce the 
number of simulations performed in the parametric studies and thus it will lead to the 
optimized design reached much faster. This will additionally reduce the level of mis-
takes in the design and thus will reduce the investment construction costs. Further-
more, decrease of time and effort needed for the parametric optimization will enable 
the use of time history analysis for residential and commercial buildings that consti-
tute most of the building portfolio of each country.

To develop and train a machine learning algorithm, a data set of simulation results 
from time history analysis needs to be provided. This means that for the development 
and validation of a machine learning algorithm, a parametric study using time history 
analysis has to be performed to some extent. There is a risk that the process could be 
demanding on computing infrastructure and could last unacceptably long.

The increasing evolution of supercomputers and artificial intelligence paradigms 
could play a key role in the prevention of social-economic consequences caused by 
earthquakes, through the development of early warning systems. The aim of such 
systems should be to enable fast and accurate capture of even extremely weak sig-
nals, already in the early stages, as well as prediction of cracking patterns and seismic 
capacity of buildings based on previous experience.

In order to develop such systems, effective computer networking is also essen-
tial in enabling greater availability of existing experimental and numerical results to 
the broader community. To adequately perform seismic isolation of facilities based 

Fig. 5 Use of ML for the prediction of the fundamental period of masonry infilled RC frames: a Architectures 
of the best ANNs for the infilled frames and b frequencies of prediction errors [13]
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on location, the magnitude of the earthquakes, and buildings’ vulnerability, wider 
deployment of advanced computing techniques is mandatory.

A novel ML technique based on transfer learning (TL) has become attractive recently, 
due to a number of advantages it possesses. Although this technique has its primary 
application in image recognition (IG) and natural language processing (NLP), it also 
finds a significant role in predictive analyses through knowledge sharing with robust, 
pre-trained models. This is particularly important in earthquake engineering, both 
because of the smaller sample size needed to train such surrogate models and because 
of the less sensitivity to their over-fitting. The TL models reverse the train/test sampling 
strategy and improve the accuracy of the results compared to the basic pre-trained mod-
els. Considering the large number of negative experiences caused by earthquakes, in 
the future, by applying TL methods, such situations could be significantly reduced or 
eliminated.

Examples/tasks related to NCEM
The main fields of research in new materials include:

(1) New materials for energy applications: This includes materials for solar cells, bat-
teries, fuel cells, and other energy-related applications.

(2) New materials for electronic applications: This includes materials for semiconduc-
tors, solar cells, sensors, and other electronic-related applications.

(3) New materials for optoelectronic applications: This includes materials for LEDs, 
lasers, solar cells, as well as other optoelectronics-related applications.

(4) New materials for magnetic applications: This includes materials for magnets, 
magnetic storage devices, and other magnetic-related applications.

New materials are challenging to discover from a theoretical point of view due to sev-
eral factors: The number of elements in the periodic table, the variety of possible crystal 
structures, and the vast number of possible ways to combine those elements chemically. 
Moreover, one might be interested not only in single-point material properties but in the 
functional response of the material to certain changes in environmental conditions. For 
example, producing solid ion electrolytes would require the prediction of properties of 
ionic mobility for a range of temperature conditions. Machine Intelligence (MI) models 
that would be capable of predicting such properties demand a great deal of data to be 
generated a priory. Such a requirement might effectively render the MI-based approach 
unfeasible. However, if it were possible to simulate data on the fly, it would considerably 
improve the usability of a hybrid system. Hence, the suggested approach of computation 
acceleration by combining a single-chip computing device would come in handy for a 
great variety of NCEM tasks.

Another set of functions that would profit considerably from an accelerated chip 
design is inverse problem tasks that people are faced with demanding to synthesize a 
material possessing a given set of properties.

An extensive scan of literature and databases for similar materials, inferring changes 
required for a found case, and analysis of possible chemical structures that would 



Page 17 of 21Babović et al. Journal of Big Data           (2023) 10:73  

provide obliged properties is just a tiny fraction of the computing load that would be 
needed.

It would be almost redundant to mention that computing acceleration would dramati-
cally improve success chances for various life-changing applications.

Finally, quasicrystals [42] are also among the materials that could be used in appli-
cations of interest for nature-based engineering [14], especially because some of them 
could be synthesized using processes that are highly economical [10].

Quasicrystals could be synthesized using all existing metals; from aluminum alone, 
several dozens of alloys could be created, similarly from other metals (Mg, Zn, U, Fe, etc. 
…). Around 100 different types of quasicrystals have been created in the lab, so far.

Quasicrystals possess properties of interest for a number of classical and emerging 
applications. These properties could be categorized into four main groups:

(a) Elastic
(b) Electrical
(c) Surface
(d) Thermodynamic
Quasicrystals are exceptionally brittle, electrical conductivity is fair for some alloys, 

surface properties include low friction, and heat conductivity could be poured, which is 
of interest for a number of applications.

All four characteristics could be found a lot more present in many different materi-
als, but all of them together, in exactly the mentioned quantities, only in quasicrystals. 
Consequently, the research leading to applications needing this special combination of 
properties is an open research field, along the.lines: “Materials need applications and 
applications need materials”.

Also, quasicrystals have served as inspiration for a number of domains in aesthetics-
oriented activities (both in arts and sciences):

(a) In urbanism, shapes of city structures, looking from air, could be motivated by qua-
sicrystals, inspired by the thoughts of Nobel Laureate Roger Penrose.

(b) In architecture, the central city piazza and faces of the surrounding buildings could 
take the shapes of quasicrystals.

(c) In the interior decoration of houses and apartments, tiles for living rooms or utility 
spaces have been already inspired by quasicrystals.

(d) In personal 2D or 3D art, ties have been designed with the quasicrystal shape of the 
artistic patterns.

Finally, maybe, one of the most important impacts of quasicrystals is in teaching the 
scientific methodology and building the student motivation (some of us teach or plan to 
teach the FFT over an image, treating electron diffraction, in a way originally treated by 
the inventor of quasicrystals). The methodology leading to the invention and the related 
creativity processes could serve as a great source of inspiration and motivation, not only 
for students but also for senior researchers.

All these facts mean the need for researchers, in geophysics, materials science, civil 
engineering, and computer science, to cooperate synergistically.
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Conclusion
This article sheds light on the potentials coming from the synergistic interaction 
of four different computing algorithms, in the context of computationally intensive 
problems related to mathematics, physics, geosciences, engineering, and engineering-
oriented genomics. A number of potential areas for additional research in the realm 
of computing for NBCE/DoD applications are given special consideration. The map-
ping of complex algorithms onto various computing platforms, each of which is based 
on a different computing paradigm, is one of the main areas of this study. The para-
digm that offers the best balance of speed, power, precision, and stability must first be 
identified in order to develop guidelines for future improvements along four different 
paths—algorithmic adjustments, architectural modifications, compiler efficiency add-
ons, and efficient construction of the ASIC chip.

This approach is discussed, if and when applicable, in the context of the civil engi-
neering oriented research, but could be easily ported to other different contexts. In 
other words, the stress is on synergies of interest for civil engineering, and on the 
research that has implications, among others, in civil engineering, too. The General-
ized Brain-State-in-a-Box neural network and the combined discrete Fourier trans-
form and neural network algorithm for image understanding in noisy or damaged 
circumstances, for instance, are described as having potential synergy in the paper. It 
is suggested that future research could concentrate on evaluating the performance of 
these algorithms on various computing platforms, such as MultiCore Control Flow by 
Intel CPU, ManyCore Control Flow by NVidia GPU, FPGA Data Flow by the Maxeler 
DataFlow Engine, and ASIC Data Flow by Google Tensor Processing Unit. Biologi-
cal building blocks have the amazing ability to compute in extremely complex ways, 
and biological systems can simulate biomolecular computing, both of which have the 
potential to significantly improve NBCE/DoD applications.

This article is to be used primarily for research purposes, in academia and indus-
try; however, it could be used for educational purposes, which means that the effort 
described could be used to motivate students to pursue research careers. Neverthe-
less, it can be used as a guide for researchers and practitioners working on cutting-
edge technologies and applications, as well as for those who are interested in the 
potential impact of these technologies on society and the economy.

The approach advocated in this article is best implemented on a chip that includes 
some of the mentioned paradigms (those used more frequently) and effectively inter-
faces to other paradigms (those used less frequently) of interest for fundamental 
problems outlined here, with stress on nature-based engineering. In summary, the 
article contends that utilizing cutting-edge big data techniques is essential for addi-
tional investigation into complex algorithm mapping for NBCE/DoD applications. 
These include creating new algorithms and computing paradigms, utilizing several 
algorithms in concert, as well as creating interactive cyber-physical systems for power 
networks. The development of sophisticated CPSs can increase the effectiveness and 
flexibility of energy management systems, while the suggested research on hybrid 
algorithms and the evaluation of various computing techniques can assist in identify-
ing the best strategy for particular applications.
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