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Abstract 

Today we create and collect more data than we have in the past. All this data comes 
from different sources, including social media platforms, our phones and computers, 
healthcare gadgets and wearable technology, scientific instruments, financial institu-
tions, the manufacturing industry, news channels, and more. When these data are 
analyzed in a real-time nature, it offers businesses the opportunity to take quick action 
in business-development processes (B2B, B2C), gain a different perspective, and better 
understand applications, creating new opportunities. While changing their sales and 
marketing strategies, businesses are now able to manage the data they collect in real-
time to transform themselves, to record them in a healthy way, to analyze and evalu-
ate data-based processes, and to determine their digital transformation roadmaps, 
their interactions with their customers, sectoral diffraction, application, and analysis. 
They want to accelerate the transformation processes within the technology triangle. 
Thus, big data, recently called as small and wide data, is at the center of everything 
and becomes an important application for digital transformation. Digital transforma-
tion helps companies embrace change and stay competitive in an increasingly digital 
world. The value of big data in manufacturing, independent from sectoral variations, 
comes from its ability to combine both in an organization’s efforts to both digitize 
and automate its end-to-end business operations. In this study, the current digitaliza-
tion and automation applications of one of the plastic injection-based manufacturing 
companies at scale will be discussed. Presented open-source-based big data analytics 
platform, DataCone, that increases data processing efficiency, storage optimization, 
encourages innovation for real time monitorization and analytics, and support new 
business models in different industry segments will be demonstrated and discussed. 
Thus, development and applied ML solutions will be discussed providing important 
prospects for the future.

Keywords:  Big data, Digital transformation, Real-time learning, Machine learning, 
Manufacturing, Open source, Plastics injection

Introduction
The modern business world requires using the information as an important resource 
in increasing competition. Organizational success can only be achieved by managing 
information, transforming it into knowledge, and using the extracted knowledge. In 
the digital transformation era, generating data-based strategies, data-driven business, 
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will provide optimizing the performance of the companies by collecting and analyzing 
data through the product life cycle [1].

Processing data is not a new sight for companies. Companies have systems for stor-
ing and processing data in order to accelerate business processes. On the other hand, 
most of them have traditional data warehouse technologies, which are not suitable 
for extremely high-speed data from various sources [2], for the current data flow in 
daily operations. IoT enables the enlargement of collectible data, big data technolo-
gies provide an opportunity for data to be processed and transformed into knowledge 
at scale. Big Data is generally described as technology that enables to obtain informa-
tion from high-speed data from different sources by applying statistics, mathematics, 
econometric, simulations, optimizations, and/or other techniques to support deci-
sion-making processes [3] in real-time. Therefore, big data technologies and deploy-
ment of a data lake are considered in companies now in addition to data warehouse 
solutions. Managing all types of data, studying specific analytical studies by multiple 
users, providing the required data lineage back to source systems, and enabling users 
to access the analytical contents in a self-serve manner are the necessities of deploy-
ment of the data lake operations [4].

The manufacturing industry is one of the largest areas to create value from data. 
Smart manufacturing is the goal of companies in manufacturing. Smart manufac-
turing aims to convert data acquired across the product and process life cycle into 
manufacturing intelligence to get positive effects on all areas of manufacturing [5]. 
Machines, sensors, and other equipment are the various data sources in manufactur-
ing that make essential big data. Data analysis can give meaning to patterns, trends, 
areas of inefficiency, and potential risk to manufacturers to provide improvement of 
process efficiencies [6]. Creating a real-time monitoring system provides accurate 
and timely decision-making in operational processes. All of the reasons and possible 
effects say it is expected that enabling big data solutions will contribute significantly 
to the advancement of smart manufacturing [7].

There are lots of areas that can gain points in manufacturing, on the other hand, 
big data usage is lower than other industries such as social media, e-commerce, and 
finance with respect to manufacturing due to software, middleware, and hardware 
challenges. There are five fundamental main challenges in manufacturing data sourc-
ing and collection, data integrity, data processing, data storage and advanced data 
analytics. In the data acquisition stage, different types, heterogeneous structures, and 
various dimensions of data are the challenges that can be faced. In the data prepos-
sessing stage, integration of data, data cleaning and matching, data redundancy and 
data compression are challenging tasks. In data storage, reliability of the database, 
scalability, and efficiency are the issues. Data security, data privacy, the efficiency of 
data mining, temporal and spatial correlation are the issues that can be encountered 
[8].

In this article, the big data management and operational analyses from the plastic 
injection processes of real applications are discussed. Infrastructure, components, and 
architecture of big data platform are mentioned, problems encountered and their solu-
tions in implementation are explained. Time series integrated sequential machine learn-
ing and deep learning deployment are briefly presented.
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Case description
As companies move deeper into digital technologies, production forecasting meth-
odologies are more widely adopted, there are more opportunities than ever to trans-
form routine production runs with data-driven decision that makes a difference. This 
is largely because of the maturation of big data—a prominent term for a solution of 
storage, organization, and analysis techniques developed for massive data sets in the 
context of various manufacturing processes. Our case study is a large scale common 
manufacturing company that produces automobile plastic components using injec-
tion molding techniques. Although injection molding based large scale production is 
considered a well-defined manufacturing technology, it requires to stay competitive 
and adapt to the dynamic market demands. Therefore, many companies are willing to 
move towards smart manufacturing processes, or Industry 4.0 applications [9]. Plastic 
injection molding is a significantly important process and the quality of the produced 
parts is mostly affected by the process conditions such as injection temperatures, 
injection pressures, injection speeds, ambient temperatures. Optimum injection 
parameters, environmental conditions, and other reasons that have effects on product 
quality  and machines operations are not specified exactly. Therefore, to go beyond 
classical engineering studies, establishing a real time  big data management  system 
is the first step to integrating data driven applications for operational gains. The Big 
Data operation includes the generation, manipulation, ingestion, acquisition, storage, 
processing, and analysis of data. During injection molding, a large scale of data is gen-
erated and can be successfully collected by sensor sets installed in different units of 
the injection molding machine and other platforms. Although data is one of the most 
prominent assets of an intelligent solutions, many applications have difficulties select-
ing essential and useful analytical solutions from the manufacturing processes effec-
tively. Therefore, many studies  have been made to adopt machine learning (ML) 
techniques — especially for injection molding operations — for industrial application. 
This is essential for artificial intelligence studies in order to analyze the data obtained 
from production and environmental conditions in real-time nature [9]. 

Architecture design
In this section, DataCone’s infrastructure and architecture are presented. Big data 
components that are used in DataCone, are explained briefly. The details of the sys-
tem are discussed in the optional information section.

Infrastructure

DataCone’s big data cluster is built on 11 virtual machines which have different tech-
nical features. The machines in the cluster totally have 128 CPUs, 512 GB ram, and 
40 TB SSD disk space. The distribution of the hardware fits the requirements of the 
big data system tools to be installed and the amount of data to be processed at a 
certain time. In this context, a namenode and a secondary namenode are used pri-
marily to ensure high availability in the Hadoop file system [10]. The task of the sec-
ondary namenode is to keep the replica of the system records and to ensure that the 
system continues without interruption in case a problem occurs in the namenode. 
After HDFS and mapreduce configurations are made, YARN [11] and Spark [12] are 
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Fig. 1  Cluster design of DataCone with master node to manage the cluster, secondary master node to 
ensure high availability, and 9 slave nodes. The infrastructure of DataCone is designed for manufacturing 
companies considering data frequency, data volume, and sector-specific IoT protocols. Open-source big 
data software is distributed over the nodes to optimize hardware cost. The main logic of the infrastructure 
depends on scalable structure. When data volume is increased or new devices are needed to be added, 
infrastructure will be easily scaled by adding new nodes

Fig. 2  Detailed architecture design of DataCone with a combination of proper open-source big data 
software and enterprise software which are already used by the company. DataCone’s architecture 
ensures seamless interaction between existing manufacturing management systems and novel big data 
technologies. The data flows from left to right in this architecture. The data that is produced by IoT sensors 
and PLCs is consumed by Kepware OPC Server and published to the cluster via proper protocols. Apache 
Nifi consumes this data and enriches it by combining it with the data that is stored in ERP systems. After the 
enrichment process, the data is pushed to the storage and analytics layers for further analysis
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installed on all nodes, which has active HDFS usage together with the in-memory 
computing model. In this way, it is aimed to use the power of memory-based process-
ing, in contrast to disk-based processing in Hadoop technologies, in the entire cluster 
via Apache Spark. Elasticsearch [13] is added to the big data system in order to store 
data for a short time and run fast queries on the data for real-time query and report-
ing. All in all, considering data size and data flow frequency, Elasticsearch is installed 
in the cluster as 3 datanode, 3 masternode and 2 client nodes. Furthermore, Apache 
Nifi [14] is built on 3 nodes in cluster mode to set up streaming pipelines and define 
data streams. Corresponding heterogenous components to be used in DataCone are 
positioned in the cluster as shown in the Figs.  1, 2.

Software components

Apache Nifi

Nifi was formerly developed by the National Security Agent (NSA) and is based on 
open source Niagara Files software as part of the technology transfer program in 
2014. It is an open software for automating and monitoring network data movement 
between heterogeneous systems. It can analyze different data formats and proto-
cols and operates on Java Virtual Machine [14]. NiFi implements the concept of FBP 
(Flow-Based Programming) as a real-time ETL for collecting large amounts of data 
in a distributed environment. Generally, ETL means to extract data from the same 
model or other models to a data warehouse or data lake in our case, transform the 
data to save the data in appropriate format or structure for inquiry or analysis [15].

In ETL or data in motion, the major concern that how to secure, track and manipulate 
the data flow. Therefore, Apache NiFi, which is our data automation platform, is capable 
of handling millions/billions of records to ingest and enrich data in near real-time in a 
distributed environment. In addition, Apache NiFi has been utilized as a user-friendly 
web UI with loT ready-use processors. Processors are doing some combination of data 
routing, transformation, or mediation between systems by accessing the incoming flow 
files and their contents. The Processor can also operate independently without the flow 
files [16]. Apache NiFi supports dataflow management for both structured and unstruc-
tured data, powered by the separation of metadata and payload. Schema is not required 
but can be used as optional [17].

In DataCone, Nifi is used as a data entry point of the big data platform. All the produc-
tion data is pulled using Apache Nifi from local servers and sensors. There are struc-
tured data and unstructured data which are coming from SQL Server and MQTT server. 
Also because of the constant change in the production area, the structure of data has 
a constantly changing schema. Nifi was chosen to easily manage both structured and 
unstructured data in a constantly changing production environments.

Apache Kafka

Kreps et al. (2011) introduced Apache Kafka, a distributed messaging system that is spe-
cially designed for a high volume of log events processing. It also provides integrated 
distributed support and can scale-out. Kafka achieves much higher throughput than 
conventional messaging systems (such as ActiveMQ and RabbitMQ) [18].
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Apache Kafka can be deployed on bare-metal hardware, virtual machines, and con-
tainers, and on-premises as well as in the cloud systems [19]. It consists of several 
capabilities, therefore it can be implemented for end-to-end event streaming. These 
capabilities are to publish (write) and subscribe to (read) streams of events including 
continuous import/export of data from other systems, to store streams of events durably 
and reliably, to process streams of events as they occur, or retrospectively.

Apache Kafka is therefore placed right after the Apache Nifi in the DataCone pipeline. 
Near real-time production, data is subscribed to the Apache Kafka topics to be stored 
temporarily and many systems commune data from these Kafka topics with low latency 
and high security.

Elasticsearch

Elasticsearch is an open-source, real-time, and distributed search and analytics engine 
based on the Lucene library, is released in February 2010 [20, 21]. It is used to store, 
search and analyze big data with analytically created indices. Elasticsearch stores data as 
JSON(Javascript Object Notation) documents, and retrieves whatever document with 
fast query. It is generally used by big companies such as Netflix, Linkedin for web search, 
log analysis, and big data analytics [22].

In order to understand the working principle of Elasticsearch, the terms index, shard, 
node, replica, cluster should be briefly discussed. The index is similar to a database in a 
relational fashion. Elasticsearch stores data in one or more indices and reads the data 
from these indices. Each index must have a unique name and must be created in lower-
case letters. Every index is made up of one or more shards [13, 23].

In DataCone, production data is consumed to be indexed in Elasticsearch from Kafka 
topics using NiFi processors. Thanks to Elasticsearch, the production data become easily 
searchable. Data is stored in Elasticsearch for the indicated intervals in a hot phase. To 
be able to visualize the data near real-time, Elasticsearch is integrated with the Kibana 
dashboard.

Ambari

Big data platforms in general consist of many open-source software working synchro-
nously on a distributed architecture. Everyone knows that it is not easy to install and 
maintain these open source components individually [24]. In other words, it is difficult 
to keep these systems alive in the production environment and to follow compatibility 
problems in the application. The former Hortonworks, the new Cloudera, data platform 
was developed in 2011 by the Yahoo team responsible for the Hadoop Project develop-
ments. [25] This platform provides many facilities for installing and managing big data 
systems over a single interface which is called Ambari. Thanks to Ambari, big data sys-
tem components can be installed effectively on the cluster and it is possible to monitor 
the problems in the architecture with certain types of tracking algorithms.

In DataCone, modified version Ambari is used to install and manage HDFS, MapRe-
duce, YARN, Spark, Zeppelin, Kafka, and Hive software’s in the context of Lambda 
architecture [26]. The system is based on eleven nodes and a secondary master node 
is added to ensure sustainability. A Hadoop file system, which can be accessed through 
the Ambari interface, has been installed, allowing easy access to the folders stored in 
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HDFS. Thanks to the Ambari interface, upload and download operations can be per-
formed on the file system established. Necessary configurations of the specified software 
were made through the interface. After the installation phase, the Ambari was also used 
to monitor the system status, and information about the number of nodes, storage space, 
network, and CPU usage, and memory usage were visualized via the system monitoring 
dashboard.

Apache Spark

Spark was developed as a unified engine that can work at various workloads for the anal-
ysis of big data. Apache spark was adapted to industry and academia in a short time and 
became one of the most popular projects of Apache Software Foundation [27]. Com-
pared to previous technologies, spark is much faster and has a much more compact 
structure. For example, in the study on logistic regression, it was concluded that spark 
operates 100 times faster than Hadoop map-reduce [28]. Since spark provides APIs in 
many programming languages such as Python, Java, Scala, R, it makes complex distrib-
uted big data analysis operations easier.

Spark provides many impressive high-level tools that can be used in cluster computing 
such as spark SQL for running SQL queries on spark, MLlib to build machine learning

models, Spark Streaming to handle streaming data, GraphX for graph processing [28]. 
Having these libraries, which have separate very important functions, made spark a gen-
eral big data processing engine. These tools are developed and reproduced in each ver-
sion of spark to keep it up-to-date and functional.

Spark Streaming is used to process and compress near real-time production data in 
DataCone’s architecture. The data is consumed from Kafka topics using Spark Streaming 
code which is written in python. This code is processed all production data and saves it 
to the Hadoop distributed file system as a parquet file in a 10 minutes time interval. The 
data size is decreased ninety-five percent thanks to using the Parquet data format.

Apache Hadoop

Manufacturing data consists of structured, semi-structured, and unstructured data. The 
high volume of data is stored in HDFS for batch analysis. Hadoop Distributed File Sys-
tem (HDFS) is one of the key elements in the Hadoop Framework and it is an open-
source implementation of the Google File System (GFS) for storing a vast amount of 
data. HDFS is a large distributed file system designed to be deployed on low-cost hard-
ware [29] and provides high throughput with fault-tolerance. HDFS is widely used in 
research for its open-source and advanced architecture. It primarily settles the massive 
capacity issue and data consistency.

HDFS stores the records as a series of blocks and as duplicated for fault tolerance. 
Data partitioning, processing, columnar formats, replication, and placement of data 
blocks will increment the performance of Hadoop. The performant columnar format in 
the Hadoop Ecosystem is Parquet which is an open-source file format. Apache Parquet 
is designed for efficiency as well as the performant flat columnar storage format of data 
compared to row-based files like CSV or TSV files [30].

Hadoop is used as a long-term distributed data storage in DataCone. After the data 
is processed with Spark, it is saved to Hadoop as a parquet file. Data are classified 
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according to date. The file system is designed in a layered structure. In the first layer, data 
is kept on a daily basis, and in the next layers, files are grouped by month and year.

MySQL

SQL (Structured Query Language) is a relational database management standard for 
accessing and manipulating databases. SQL is used for executing queries, retrieving 
data, inserting, updating, and deleting records, etc. There are lots of RDBMS (Relational 
Database Management System) for using SQL such as MS SQL Server, Oracle, IBM DB2, 
MySQL, and Microsoft Access.

MySQL is an open-source RDBMS. Traditional databases are not effective when using 
and processing large volumes of data. On the other hand, when master data tables, rela-
tional entities, basic attributes are considered, SQL cannot be ignored with its easy-to-
design structure and high efficiency. Therefore, MySQL is an open-source and powerful 
system that was selected to store master data and determine relationships between them.

In DataCone’s architecture, MySQL is the place where the master data of the devices 
are stored. There are tables that store the descriptive information and the DataCone 
standardized naming of devices.

MongoDB

MongoDB is the most popular NoSQL database that is open-source document-oriented 
[31]. MongoDB was developed in C++. Because MongoDB is a document-oriented 
database, the system can have several instances of the database. Storing data is flexible 
with MongoDB because it uses a syntax similar to JSON called BSON(Binary JSON). 
This eases the change of data structures and documents. The document model deter-
mines keys and values in JSON-like application code, this makes more intelligible and 
readable data. Indexing is important for databases, it matches queries efficiently without 
scanning every document of a collection. MongoDB uses indexing to process enormous 
data rapidly. MongoDB is a cross-platform, document-oriented database that provides, 
high performance, high availability, and easy scalability [32].

As a part of DataCone’s architecture, APIs are used to feed data to mobile applications 
and web dashboards. These APIs read the data from MongoDB. JSON documents are 
written to Mongo via custom python codes and these documents are updated at speci-
fied intervals.

Apache Airflow

Apache Airflow is an Apache Software Foundation project, originally developed by 
Airbnb and released in 2016. Apache Airflow is a python-based fast-running, easy-to-
integrate and customizable platform to programmatically author, schedule, and monitor 
workflows as Directed Acyclic Graphs (DAGs) of tasks [33]. In this way, both graphically 
observing and creating workflows create a facilitating effect for processes. At the same 
time, the created tasks do not need to share resources with each other, so it is possi-
ble to run independently from each other. It supports the establishment of workable, 
repeatable structures of workflow studies. The general architecture of Airflow is shown 
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below and Airflow comprises three main components which are webserver, scheduler, 
and worker.

Apache Airflow is used to manage code flows in DataCone’s architecture. Spark and 
python codes are scheduled via Airflow. When the code gets an error, Airflow is sent 
an e-mail to the code responsible. Therefore the problems can be solved in a short time 
period.

Kibana

Kibana is an open-source interactive visualization interface and analysis tool for data in 
Elasticsearch. It is an Elastic plugin. Kibana offers the opportunity to visualize data with 
different types of graphs such as maps, charts, bars, tables, pies etc. [22]. Kibana allows 
real-time monitoring with the power of Elasticsearch. Users can create dashboards by 
editing the generated graphics [34]. Kibana presents all created visualizations, analyzes, 
and time series to the user with dashboards. It shows the whole picture to the user along 
with the filters [34, 35].

Kibana is used for real-time visualizations in DataCone. Thanks to the seamless con-
nection between Elasticsearch and Kibana, the data which flows to the Elasticsearch are 
easily visualized on Kibana.

Flask

Flask is a micro-framework for Python with a small core and easy-to-extend philoso-
phy. Depends on the Jinja template engine and the Werkzeug WSGI toolkit. It has no 
database abstraction layer, form validation, or any other components where pre-exist-
ing third-party libraries provide common functions. Flask supports extensions. Exten-
sions exist for object-relational mappers, form validation, upload handling, various open 
authentication technologies, and more [36]. Flask aims to keep the core framework sim-
ple but highly expansible means it is compatible with all Python libraries. It includes 
all the necessary features on its micro-framework like development server, debugger, 
secure cookie management, RESTful API compliance that can save time and effort for 
programmers.

Flask is used for developing custom dashboards and API’s in DataCone. After data is 
processed with python, it is visualized in custom dashboards which are developed using 
HTML and javascript. Thanks to Flask, these dashboards can be easily managed by 
Python.

Operational information
In this section, operational details are discussed for each framework that is used in 
DataCone.

Data digitalization

Euromap protocol

EUROMAP 63 is a file-based communication protocol for data exchange between Injec-
tion Molding Machines(IMMs) and the central computers. It was created by EUROMAP 
(Europe’s Association for Plastics and Rubber Machinery Manufacturers) founded in 
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1964 [37]. EUROMAP provides technical recommendations and protocols for plastics 
and rubber machinery manufacturers [38]. The protocols it creates are control, com-
munication, and data digitization protocols suitable for machines of many brands such 
as Engel, Krauss Maffei. Euromap 63 is one of the data digitization protocols. With the 
Euromap 63 plug-in, part process data, machine status data, machine health data, etc. 
makes it collectible by digitizing. The data that want to be collected from the plastic 
injection machine is written in Euromap 63 standards into the text file created in the 
local folder where the machine communicates in the central computer. Euromap 63 
plug-in reads this file and retrieves the data from the machine and delivers the desired 
data in the same folder as a text file. In this way, the data generated in the machine is col-
lected. The text files that the protocol reads and writes are shown in the Fig.  3. This is 
the working logic of Euromap 63. It is possible to use the Euromap 77 version instead of 
63 in some of the new injection molding machines. Euromap 77 is able to communicate 
over OPC UA protocol. Real-time data can be moved to the big data systems directly 
over OPC UA protocol without needing any OPC servers.

Kepware

Kepware OPC server software is installed in the local environment is used to query and 
collect data from different PLCs, injection machines, and sensors. Devices that are con-
nected to the company network are registered in the OPC server via their IP addresses. 
Devices are registered to the system using Kepware’s manufacturing plug-in. During 
the registration, attention is paid to selecting data connection protocols suitable for the 
device. For example, while the Euromap63 protocol is selected for injection machines, 
the Modbus TCP-IP protocol is selected to activate the connection of temperature and 
humidity sensors. After the device definitions are made and the connection is estab-
lished, the addresses of each data in the device are defined on Kepware. Pre-determined 
standardization rules were applied in defining data names. In this way, both name com-
plexities are prevented and identification is provided for devices to be defined in the 
future. Two different methods are followed in publishing the data defined on Kepware to 
other systems. Digitalization layers of the data are shown in the Fig. 4.

The first of these methods is the database connection. Kepware’s datalogger plug is 
used for database connection. Thanks to this plugin, it is ensured that the data flowing 

Fig. 3  A sample of file transfer via Euromap 63, that is plastic injection molding machines specific protocol 
written by Euromap Organization to establish a connection between the machines and the digital systems
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through Kepware can be written to the desired relational database. Most of the data col-
lected by the injection machines are recorded in registers once in each cycle (the com-
pletion of the production of each part is called the cycle and the average cycle time of 
the factory is 30 seconds). A database connection is provided over Kepware for the data 
recorded in the cycle, and it is ensured that these data are written on the database at 
the end of each cycle. The reason for choosing this method is that the data frequency 
is small and short-term buffer areas are desired to be created on the database on local 
servers. These buffer fields are important to prevent data loss when the connection with 
remote servers is lost.

The second method used to broadcast data over Kepware is streaming over the MQTT 
protocol. For data flowing at high frequency (current, voltage, pressure), the IoT Gate-
way plug-in in the Kepware OPC server was used. The data defined on this plug-in can 

Fig. 4  Digitalization layers of the data and communication protocols of the devices are shown on the 
diagram. There are 5 types of devices that produce data in different formats and frequencies on the shop 
floor. This data is digitalized using an OPC server and published via different methods such as MQTT, REST, 
ODBC to the big data platform

Fig. 5  Data transmission frequencies, streamed data volume, data transfer protocols, and device types are 
described in the table. There are two types of injection molding machines as KraussMaffei and Engel. Data 
frequencies are different because of machine specifications. Data compression rates differ according to data 
types and average of the compression rate is 59:1. Thanks to the compression process, 19GB storage resource 
is used instead of 1168GB
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be broadcast instantly over the MQTT protocol. In this way, the data that will be used 
for the analysis to be made on the flowing data can be accessed in near real-time. Data 
transmission frequencies are shown in the Fig. 5.

Data pipeline

PLC and OPC intergation

This layer is the beginning of the journey of data. The data generated in the production 
layer must be read from machines and sensors. There are different types of protocols for 
collecting data from each data source. The Kepware OPC server, which can collect data 
from various protocols, is used for this. In this layer, data is collected from machine-
specific protocols, PLCs, and sensors. In plastic injection machines, data is collected 
from the Euromap63 module. The data collected from Euromap63 is collected on a cycle 
basis and per second. Data from sensors such as environment and vibration are collected 
every second with OPC UA. Energy analyzers, water collectors, and other equipment 
data are collected from the PLC of the devices every second. In the production layer, all 
the machines, devices, and sensors in the cell are connected to a common main panel, 
therefore all data sources are connected to the network.

Standardized names are used to describe the data correctly. Data names are deter-
mined for each device, all definitions are made on the OPC server according to these 
names. After each data/tag is defined to the OPC server, it is published to the digital 
layer according to its frequency and the characteristics of the data source. Due to the 
features of the Euromap63 module, some data come once a cycle and some data come 

Fig. 6  Data digitalization schema of DataCone.The data is collected from 4 different types of devices, 
and it is published to the big data platform over two different methods. MQTT protocol is used to transfer 
streaming data such as voltage, current, pressure, flow, etc. Batch data is inserted into a MYSQL database after 
each machine cycle is finished. The shop floor data is transferred to the big data platform using those two 
methods via Apache Nifi
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every second. Cycle-based incoming data is written to MySQL, and incoming data every 
second is published with the MQTT protocol. All data from other devices are tagged 
with the cycle number data received from the plastic injection machine and published 
with the MQTT protocol every second. You can see this layer in Fig. 6

Data ingestion layer

For the workflow design, Apache NiFi is used as the medium for routing the data 
as shown in Fig.  7, by dividing the operation into 2 parts which are time-based and 
cycle-based workflows. Using NiFi processors, we were able to fetch IOT data from 

Fig. 7  Two types of data pipelines that are developed in Apache Nifi are used to collect data from injection 
molding machines with different frequencies are shown in the figure. While the pipeline on the left side 
is used to gather MQTT data every second, the other one collects the data produced every cycle from the 
MYSQL database

Fig. 8  Pipeline categorization of the devices in a production cell. All equipment in the production cells is 
grouped by device categories in Apache Nifi to ensure ease of use. The data lineage can be captured from 
group objects which are seen in the figure
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the manufacturing side with MQTT protocol and ERP data from the ERP server with 
DBCPService into our data platform. In DataCone, NiFi workflows were partitioned by 
machine ID and all data was sent to Kafka every second in the first architecture. How-
ever, in many cases, these workflows did not fit ML Layer and cycle-based data was 
duplicated. Since a few data is changed for each cycle which is between 30 and 100 
seconds regard to mold and machine and other data is changed every second. Hence 
workflow which is separated into device-based architecture consists of energy collector, 
environment sensors, analyzer, Injection machine, and ERP data that is shown in Fig. 8.

Ni-Fi has several processors that give real-time control that performs ETL basic to 
make available connectors for the file system in the Hadoop Cluster, Elasticsearch, 
and distributed messaging technologies such as Kafka. In DataCone, the proposed 
NiFi Custom Processor consists of three processes: The first Extract Custom Pro-
cessor is responsible for delivering raw data (JSON format) information by using 
MQTT Consumer which receives messages from MQTT broker and processed data 
from ERP (CSV, JSON format) information with HTPP requests. The second Trans-
form Custom Processor alters dynamic raw data structure to desired data structure 
using Jolt Transformation library that written in Java that allows a developer to con-
vert one JSON structure to another [39]. The last third Load Processor is loaded 
streaming structured data using Kafka as a messaging system that publishes mes-
sages to Elasticsearch and Spark Streaming.

Streaming data processing layer

In DataCone, Apache Spark Structured Streaming is utilized to transform JSON file 
format to Parquet file format and save these files to HDFS which is the data lake of 
DataCone. By way of parquet, we compress data by 15 times roughly and through the 
columnar format of Parquet, we read fast OLAP query for batch processing. To read 
data lying HDFS quicker, we utilize partitioning and repartition on Apache Spark, and 
data is partitioned by day of a timestamp during saving Parquet data to HDFS. Spark 
Structured Streaming read streams from Apache Kafka topics and read JSON data with 
predefined JSON schema. Thus we will approach streaming more structured way and we 
can manipulate data uncomplicatedly. For fault tolerance, Apache Spark uses checkpoint 
to read data from source and by way of Apache Kafka on the off chance that any error 
happens, Spark is able to proceed from the last correct Kafka offset.

Workflow management layer

In DataCone, Airflow has been used for several applications to schedule cron jobs in 
place of crontab, execute the tasks, and monitor workflows on the Airflow web server. 
The user interface makes it simple to visualize DataCone pipelines running in produc-
tion, displays the states of currently active and past tasks, shows diagnostic information, 
error logs about task execution, and troubleshoot issues when needed.

In DataCone, object-oriented programming in Python is used in Spark, ETL jobs, 
Machine Learning Products, and scripting. In this manner, the Python API structure in 
Airflow matched our pipeline exceptionally well. Moreover, workflow implementation in 
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Airflow is extremely flexible, and the Python API structure utilized to write workflows is 
simple and learn and understand [40] Machine learning deployment workflow with Air-
flow is shown. This workflow approach is utilized for our all machine learning use-cases 
in production.

Data messaging layer

The data flow is designed according to the production technique of the manufactur-
ing company. Using Kafka is aimed to collect valuable process data without loss. In the 
design created, the cell containing each plastic injection machine and all the devices 
connected to the machine is considered as a factory. Therefore, separate topics were cre-
ated for each cell in Kafka. These topics are named according to the cell names and the 
device the data is received, eg e117-anl. In DataCone, Kafka is managed through Nifi. A 
topic is created with Nifi in Kafka. To write to the created topic, a PublishKafka Proces-
sor is created and a Producer writes data on the topic. Then, Consumer is created with 
ConsumeKafka Processor to read the data from the topic. In this way, data flow is pro-
vided in real-time and without losing cell data. By creating a topic, consumer, and pro-
ducer over Nifi, Kafka’s management is managed from an interactive screen.

Data storage

Long term data storage

In DataCone, HDFS is our parallel manner data lake which stored any kind of warm and 
cold data in long term. Manufacturing data which can be divided into streaming data 
and batch analysis results, ERP data, specific dictionaries, and other unstructured data 
are stored in HDFS. Most of the data will be transformed to Parquet format because 
we use mostly OLAP queries on HDFS for analytic results and read data lying on HDFS 
faster. Apache Parquet is the performant columnar format and open-source format. It 
is more efficient compared to row-based files like CSV files or semi-structured JSON 
which is the main IOT data transferring format in our data platform. For the streaming 
process, by the way of converting JSON file format to parquet format, we obtain space in 
the disk by 15 times around. We also utilized data partitioning to increment the perfor-
mance of HDFS. Through Spark Streaming, before writing Parquet data to HDFS, we use 
partitioning and repartition on Spark, and data is partitioned by day of the date. By the 
way of partitioning, we can read faster with filtered data by timestamp.

Short term data storage

Elasticsearch is a database where we keep hot and warm data and access data with fast 
queries. Data are taken to Elasticsearch, together with indexes named for each device 
according to device category, device number, and pipeline number, and month-year. 
These indexes are designed as 1 shard without replicas. The frequencies of the data in the 
indexes are different. It has been designed so that production teams can quickly access 
data. By easily accessing the data of each device, anyone authorized can see the data. 
For example, quality engineers can easily access the process data of a part produced 2 
months ago with a part tag. It also has a design where data teams can easily extract data 



Page 16 of 24Cakir et al. Journal of Big Data           (2022) 9:118 

for fast analysis. Elasticsearch in the DataCone is not designed to store historical data, so 
indexes must be deleted at certain times in order for Elasticsearch to always be fast. The 
retention time of the indexes is designed according to the data frequencies. Delete poli-
cies that work every 6 months were created for cycle-based data, and a 2-monthly delete 
policy was created for data received every second.

Document database

MongoDB database is installed on the servers in the cluster and is used to store the 
JSON objects generated by the system. APIs of mobile applications and web-based dash-
boards read the data they need from the MongoDB database. The codes that periodically 
calculate the data to be used in the established structure to prevent delays in the inter-
face and applications are managed by airflow. The outputs of these codes are saved in the 
MongoDB database and are kept ready for APIs to read. For example, the data required 
to be displayed on the production monitoring screens, which are custom dashboards 
developed on flask for production, are calculated every 5 minutes by the python code 
triggered by airflow and saved in the MongoDB database. When users want to access 
information, it is queried from the MongoDB database by the API connected to the flask 
interface and presented to the user quickly. In this way, delays are prevented and a con-
stant load is guaranteed in the system for the specified time period.

Master data storage

Descriptive master data such as the names, categories, and locations of the devices in 
the big data system are kept in the MySQL database installed in the cluster. There are 
three main tables in the database where device information is kept. The first of these 
tables is the device category table. This table contains the categories of the devices 
used in production and the descriptions of these categories. The second and most 
important table is the device register table. This table contains business unit, device 
number, pipeline number device category, and Elasticsearch index information for 
each device. Elasticsearch indexes are created from a combination of device category, 
device number, and pipeline number. Device numbers are given in each category in 
increments of the order of newly added devices. The pipeline number indicates the 

Table 1  Naming conventions and device data sample table captured from DataCone’s master 
database

Unique naming conventions are created for the manufacturing sector. Device category names are described with three 
letters for example, anl stands fr analyzer and imm stands for injection molding machine. The Device number is started 
from 10001 for each device category and increases sequentially. The pipeline number describes specific pipeline methods 
for example 11 is used for real-time data pipelines. es_index stands for index name in Elasticsearch of device and pipeline 
combination. It consists of device category, device number, and pipeline number

buss_unit device_category device_number pipline_number es_index

m14 anl 10001 11 anl1000111

m14 imm 10001 11 imm1000111

m14 tnh 10001 11 tnh1000111

m59 imm 10002 11 imm1000211
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data transfer pipeline category as shown in Table  1. The last table in the database is 
the table that specifies the locations of the business units. In this table, the country, 
category, and facility information of each business unit number is kept. Newly added 
business units can be followed from this table, and at the same time, this table is used 
for country and facility-based reporting.

Visualization

Real time dashboards

Kibana is used for real-time monitoring of manufacturing fields and machine sta-
tuses. Since Kibana is an Elasticsearch product, the same indexes are used to make 
graphics. Therefore, it is quite easy to draw graphics with drafts in Kibana. Produc-
tion monitoring screens that show each field’s machines’ working status and cycle 
times are designed for manufacturing engineers and responsible. The screen named 
production monitoring screen can be seen in Fig. 9.

Kibana contains draft graphs and charts like line graphs, bar charts, radar charts, heat 
maps, region maps, pie charts, gauge,s, etc. To monitor real-time data in every injection 
molding manufacturing cell, machine-specific screens are designed. The screen shows 
actual machine parameters like cylinder temperatures, pressures, volumes, etc. This 
screen shows not only data generated on the machine but also environmental data, mold 
data, and ERP production management data. Machine status, number of parts pro-
duced, last cycle time, real-time machine parameters, mold water temperature, ambient 
temperature, and pressure are real-time data that can be viewed in this screen shown in 
Fig. 10.

Reporting tool

When visualizing data with JSON data type we use the ajax method to get data in javas-
cript. After creating a template with HTML and CSS, inside javascript code, we use 
plotly.js which is an interactive web graphics via javascript open-source graphing library. 
To make charts interactive with constantly updated data from put-up dash API URL we 
turn ajax into a function to collaborate plotly data section. After changing other values 

Fig. 9  Machine status dashboard shows whether machines are working or not. If it is working, the color of 
the box is green. If it is not working, then the color is red. The average cycle time for each machine is shown 
on the dashboard. Users can reach the detailed dashboards over the links on this dashboard
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our charts are ready. One condition to active plotly library is that add extension inside 
javascript code.

On the flask side, we merged dashboards’ HTML and js code with python to work with 
API and much other stuff such as displaying on the website. Flask is very useful for dis-
playing constantly updated data, especially when working with HTML and js. Template 
Inheritance in Flask permits developers to build a base template that can be overridden 

Fig. 10  Detailed machine dashboard shows near real-time process data such as pressure, time, volume, 
speed, and temperature. Plots on the dashboard are mostly grouped by part number. Users can compare 
different parts in terms of the process parameters by selecting part numbers using the drop-down menu on 
the left corner. This dashboard is refreshed automatically every 5 s

Fig. 11  The outputs of the artificial intelligence model which is responsible for detecting anomalies in the 
production are shown on the smart production dashboard. The sum of the anomalies that occurred in each 
hour on each machine is calculated and shown on a matrix on the right corner of the dashboard. This plot 
helps manufacturing engineers to realize if there is a major problem in one of the hours of the day or one of 
the machines for several hours
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Fig. 12  The radar map compares the quality product with the abnormal product in terms of the process 
parameters. The scaled process parameters are placed around the circle. While the green area indicates the 
quality product, the red area shows the abnormal one. The abnormal product can be analyzed in detail using 
this radar map

Fig. 13  The ranking of the impact of the parameters on the anomaly. 14 parameters that have more effect 
than other process parameters on the anomaly of a sample product are listed on the bar chart
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by child template thus in dashboard1 we inherited a base_dashboard.html. Render_tem-
plate function helps us to use @app.route.

As can be seen on Fig.  11 there are 5 charts in dashboard2. They represent 5 data 
from linked machines; Energy Track, Anomaly Situations, Alarms, Anomaly Situation 
List, and Anomaly Situation Number Track. An indicator chart to show daily consump-
tion and its rate to weekly consumption. For anomaly situations in each machine, radar 
charts have been used. With javascript capability, the tables have been created. And 
lastly, a Heatmap with Categorical Axis Labels has been created to show the Anomaly 
Situation Number Track with rising importance colors. Dashboard1 graph data shows 
the most troubled parameters and the last 10 cycles. Each production machine has its 
own data to be examined. If it’s functioning well the color will be seen green if not it will 
turn yellow or red according to problems. The tables section demonstrates Cycle time, 
anomaly parameter, and when they have been analyzed. Also, we can deduce meanly and 
momentary consumption from tables.

AI based real time anomaly detection

It is very important to track the production process in production lines, for producing 
defect-free parts, and to detect errors. Despite the warnings given by the machines at 
specified thresholds and the operators’ knowledge of the process, it is not possible to 
understand the events taking place in the capillaries of the machine with a human eye. 
In the study, with the data collected from different sources on a per-second and cycle 
basis, effects of small process variable differences on the part quality are aimed to be 
detected. In addition, parameters that have the most effect on the process anomaly will 
be analyzed.

For each cycle, the anomalies that occur during the production of the part are detected. 
For the cycles that have anomalies, the parameters are compared with the golden cycle. 
In the study, process parameters such as temperatures, pressures, forces, strokes, and 
cycle time are collected from the injection molding machine, ambient temperature and 

Fig. 14  This figure shows autoencoder algorithm based reconstruction error of 60 product that produced 
sequentially. The reconstruction error threshold is determined as 4. The products which has reconstruction 
error more than 4, are labeled as abnormal products. Its clearly seen on the plot, there is some issue between 
348. and 356. products
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ambient humidity data are collected using the ambient sensor. An artificial neural net-
work algorithm called Autoencoder is chosen to be used for unsupervised learning. 
With the anomaly detection algorithm developed based on Autoencoder, the pattern of 
the process data is continuously followed and comparisons are made for each cycle. If 
there is a cycle that progresses differently from the general pattern, it is recorded as an 
abnormal cycle. With the detected anomalies, the further downstream of the process is 
predicted.

Figure 12 shows how the abnormal cycle differs from the general pattern. This analy-
sis is the first indication of the abnormality that started in the process. Figure 13 shows 
which parameters caused this abnormality the most. With this developed algorithm, the 
heartbeat of the machine is controlled and warnings are given on the screens. In Fig. 14, 
it is observed how the process starts to change after the abnormality is detected and the 
process goes abnormally within a certain range according to reconstruction error.

The study shows how small parameter differences in process parameters affect pro-
duction. While warning systems can only be created with sharp increases in the param-
eters determined in classical systems, with this approach all parameters can be evaluated 
together in real-time with process data and differences can be determined. With this 
more holistic approach, it is aimed to prevent the process that will cause errors, to pro-
vide energy efficiency, and to increase efficiency by reducing both quality and cost.

Discussion and evaluation
With this case study, a big data platform was developed for the manufacturing company, 
which the company did not have before. Thanks to this platform, large volume and high 
frequency data were collected from many equipments in the production area. With the 
platform, the traceability of the process in the field has been increased and the collected 
data has provided input to many analytical studies. By making the data manageable and 
traceable, productivity gains have been achieved in many different areas such as error 
detection, root cause analysis and process design. At the same time, the collection and 
accumulation of data plays an important role for future artificial intelligence studies. 
Data analysis software has been integrated to be used in studies to analyze the data col-
lected within the platform. Thanks to these software technologies, it is aimed to shorten 
the project durations by creating a collaborative working platform for data analysts, data 
scientists and data engineers. New devices and data sources can be integrated into the 
created platform quickly and easily. In this way, the integration stages, which are the 
most critical stages of data projects, can be completed in a short time. With the artificial 
intelligence-based anomaly detection application developed and implemented entirely 
on the platform, the quality control process, which is a very critical and manual process 
for production, has been automated. In this way, machine time and man-hour savings 
are achieved.
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Conclusion
In conclusion, the growing need to data management at manufacturing industry and 
demand forecasting is derived by globalization and increasing digital transformation 
approaches. In this study, we performed a through local open-source methodologies 
for effective-low cost applications of predictive big data analytics including anomaly 
detection forecasting example. The study overviewed the real time big data design and 
analytics methods applied to manufacturing processes and provided a comparative cat-
egorization of them. We collected and analyzed these studies with respect to methods 
and techniques used in production prediction. Several open-source lambda architec-
ture technologies are identified and studied with their pros and cons. The corresponding 
choices are observed as the common low-cost and easy-applicable techniques, among 
others. The study also pointed to the fact that data management and real-time optimiza-
tion models can be used to improve the accuracy of time-dependent analytics, sequen-
tial time-series prediction, through formulating and optimizing a cost function for the 
fitting of the predictions to data in real time nature. One key finding from our study 
the existing literature was that there is a very limited research conducted on the appli-
cations of open-source designed, a real-time predictive big data analytics in large scale 
plastic injection moulding machines in manufacturing at scale and reverse applications 
for production, maintenance, and other deployments. As a result, we propose a big data 
architecture design, DataCone, using low-cost effective on-premise open source big data 
technologies to meet the needs of manufacturing companies in many operations. All in 
all, this work explored how operational detection approaches alongside different types 
of predictive maintenance algorithms, autoencoder, can be used for the abnormal cycle 
differs from the general pattern. This alone shows how small parameter differences in 
process parameters affect production. While warning systems can only be created with 
sharp increases in the parameters determined in classical systems, with this approach 
all parameters can be evaluated together in real-time without latency in the application.

Future works
In our next publications, big data architectures and machine learning models, which are 
implemented to the continuous production line, will be explored. Continuous and cellu-
lar production will be compared in terms of architectures, pipelines, and analytics of big 
data. In addition, operational cost optimization of the big data platforms will be studied.
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