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focused on the discussion of ASD and COVID-19.

Methods: The data collection process was based on the search for tweets through
hashtags and keywords. After bots screening, the NMF (Non-Negative Matrix Factoriza-
tion) method was used for topic modeling because it produces more coherent topics
compared to other solutions. Sentiment scores were calculated using AFiINN for each
tweet to represent its negative to positive emotion.

Results: From the 2.458.929 tweets produced in 2020, 691.582 users were extracted
(188 bots which generated 59.104 tweets), while from the 2.393.236 total tweets from
2019, the number of identified users was 684.032 (230 bots which generated 50.057
tweets). The total number of COVID-ASD tweets is only a small part of the total dataset.
Often, the negative sentiment identified in the sentiment analysis referred to anger
towards COVID-19 and its management, while the positive sentiment reflected the
necessity to provide constant support to people with ASD.

Conclusions: Social media contributes to a great discussion on topics related to
autism, especially with regards to focus on family, community, and therapies. The
COVID-19 pandemic increased the use of social media, especially during the lockdown
period. It is important to help develop and distribute appropriate, evidence-based
ASD-related information.

Keywords: Autism spectrum disorders, Social media, Twitter Messagging, Public
health, Sentiment analysis, Content analysis, COVID-19
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Background

With the spread of social networks and different digital technologies, the way people
communicate has undergone profound changes. Social networks are, in fact, valuable
sources of information that help involve a large number of individuals in discussions
on current issues, and allow people from different cultures to have the opportunity to
compare opinions and interests. This exchange of information also makes it possible
to spread and elaborate some very important messages in various parts of the world
but, above all, allows us to understand the attitudes of individuals towards the issues
addressed, obtaining valuable contributions for the promotion of common objectives.

Social media contains an overabundance of health information relating to people
living with different type of diseases [1, 2].

Twitter represents one of the leading platforms for political and social activity, and
is an effective tool for reflecting and predicting public opinion on different topics [3].

In fact, social media are increasingly important when dealing with health care issues
[4]. During the COVID-19 pandemic Twitter experienced a 23% increase in daily use
compared to the previous period [5].

Several studies have analyzed the emotional state of people during various lock-
downs through the use of twitter [6, 7].

Autism spectrum disorder (ASD) is a complex neurodevelopmental condition with
lifelong impacts. Over the last two decades, reported trends in ASD have revealed a
considerable increase in prevalence and incidence [8]. ASD is one of the most serious
neurodevelopmental conditions in high income countries, with significant caregiver,
family, and financial burdens. Overall, estimates range from 0.19/1000 to 11.6/1000
people [9]. Stakeholders within autism spectrum disorder communities use social
media to share specific informations and to share ideas [10]. Research had shown that
the ASD community provides significant support to its members through Twitter,
providing information about their values and perceptions through their use of words
and emotional stance [11].

The aim of this study was to analyze the messages posted on this micro blogging
platform regarding ASD.

The primary objective was to analyse the topics covered within the tweets and
understand the attitude of the various people interested in the topic. In particular, we
focused on the discussion of ASD and COVID-19.

The research hypothesis was that social platforms can generate relevant informa-
tion, almost in real time, capable of contributing and integrating the data collected by
national and international statistics centers.

The platform chosen for data collection was Twitter: with approximately 500 mil-
lion active users worldwide [12], it allows interaction through the publication of short
messages (maximum 140 characters) known as tweets. It is believed that the attitudes
of individual users are able to significantly influence the opinions and behavior of
other individuals in different thematic areas about human activities, events and news
spread daily all over the world.

The rest of this paper discusses materials and methods; data analysis; results; dis-
cussion and conclusions.
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Materials and methods

Data extraction

The analysis was carried out on a large dataset created by the collection of information
on Twitter, with the aim of characterizing the discussions on social media about ASD,
and therefore understanding how the topic is perceived by different users, in order to
analyze their behavior.

The data collection process was based on the search for tweets through hashtags and
keywords.

A hashtag, represented by the # symbol, is used to indicate keywords and topics on
Twitter, allowing users to quickly and easily follow topics of interest. In fact, by click-
ing on a word in the form of a hashtag in the text of a tweet, all the messages in which
this hashtag appears are shown and, if this is a popular hashtag, it represents a trending
topic.

The reference terms were extracted, both, following research carried out on the Twit-
ter platform [13, 14], and following the analysis of studies published on different sci-
entific platforms (e.g. PubMed), referring to research activities on the ASD topic. This
allowed us to verify the presence or absence of past studies and to align our work with
the current studies in the various journals.

Following this research step, and after careful evaluation, the hashtags and keywords
identified, referring to the trending topics that generated the largest number of tweets
in English on the ASD topic, were the following: # autism; #ASD; #ActuallyAutistic;
#AutismSpeaks; #AutismParent; #Autchat; #AutismAwareness; #WorldAutismAware-
nessDay; aspergers; autism; autistic; autism sprectrum; Disorder; spectrumDisorder;
autism disorder.

These terms were chosen because they were identified as the most representative
for conducting a study on the topic of ASD, also using the terms found in the medi-
cal subject headings (MeSH) available from the Medline (PubMed) biomedical literature
database.

Following an initial survey, other hashtags were, in fact, taken into consideration, but
these were subsequently eliminated as their contribution to the topic was limited.

The data collection was performed using web scraping, a technique that allows the
collection of unstructured data from the network and its transformation into metadata,
which can then be stored and analyzed in a database [15].

To do this, the following steps were followed:

1) The setting up of specific, necessary search parameters was required. The most
important was the search term of interest, used to search for tweets, together with
the language in which the tweet was written.

2) To perform a more specific search, it was necessary to identify the starting and stop-
ping dates for data collection.

3) After setting up these parameters it was possible to start searching for, and collect-
ing, the actual tweets.

4) A limited set of information was returned for each tweet collected. This information
includee the full text of the tweet, the creation date, the number of replies obtained,

and the number of retweets obtained.
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All subsequent manipulation of the collected data was performed through the use
of the Twitter search application programming interface (API), which made it possible
to integrate information regarding individual tweets and to obtain all the entities (e.g.
hashtags, media, user mentions etc.) making up the tweets.

Once a dataset was available that provided a limited set of data for each single tweet, it
was necessary to use the Twitter API to obtain all the information concerning the mes-
sage. This was made possible by the Twitter API (Get statuses / lookup [16]), thanks to a
process known as “rehydration” By passing the unique identifier of a tweet as a param-
eter, it was possible to obtain all the information concerning it. After doing this for every
tweet in the dataset a larger and more complete dataset was available. The first objective
was to identify all users who generated a tweet: in addition to the unique identifier that
represents a user, for each user the number of "followers", the number of "friends", and
the number of total tweets the user generated and the number of retweets obtained was
obtained.

In particular, the number of total tweets for each user was measured as an aggrega-
tion of the tweets in the dataset that are traceable to that user. Similarly, the number of
retweets and the number of favorites obtained by individuals were calculated. By doing
this, a new dataset was created for the bot identification.

Bot identification

Bots are applications that perform automated activities on the internet [17]. Their use is
increasingly widespread on microblogging platforms and, depending on their degree of
"evolution", they are able to imitate human behavior thanks to the use of artificial intel-
ligence. A social bot can therefore be defined as an account on a social media that is con-
trolled in whole or in part by software.

As a result, their detection is fundamental, as the activity of a bot is able to trigger the
viral spread of false or unreliable news, allowing this information to reach high visibility
and increasing the probability of wide-scale sharing by many real accounts.

A web-based program called Botometer was used to identify bots within the dataset
created. Users extracted were then ordered in terms of the number of tweets produced
and retweets obtained, in order to analyze the major exponents of these two groups (bot
and non bot). The hypothesis was that profiles that produced a high number of tweets
and retweets were more likely to be identified as bots than profiles that generated few
tweets and obtained few retweets.

This screening was used to identify the profiles that generated a large amount of tweets
and that were therefore able spread their information within the platform: users who
produced a limited number of tweets and who did not obtain a high diffusion were con-
sidered "harmless” with regard to the spread of disinformation.

To identify the most active users we considered those who had generated a number of
tweets equal to, or greater, than 50 during the year, which, on average, corresponds to
about 4 tweets per month.

Furthermore, based on the distribution of the values returned by Botometer, 0,86 was
chosen as the threshold: if the value associated with a user was greater than or equal to
this threshold then the user was classified as a bot instead of as a normal user [18].
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Data analysis

Content analysis

Topic modeling is an unsupervised machine learning technique that allows a docu-
ment to be processed in order to obtain the topics discussed within it. It is an impor-
tant part of the traditional Natural Processing Approach and thanks to its potential it
is possible to obtain semantic relationships between words in clusters of documents:
each topic, in fact, is a collection of the most important and representative words for
that topic [19].

There are different possible approaches, but the NMF (Non-Negative Matrix Fac-
torization) method was used in this study because it produces more coherent topics
compared to other solutions.

NMEF is a statistical method to reduce the dimension of the input corpora. It uses
the factor analysis method to provide comparatively less weight to the words with less
coherence: each of the words in the document are given a weight based on the seman-
tic relationship between the words, but the one with highest weight is considered as
the topic for a set of words [20].

Pre-processing was necessary before applying the NMF, however, since tweets often
contain grammatically incorrect sentences and non-standard words, as well as abbre-
viations and phonetic substitutions. To overcome this problem and obtain a correct
result, pre-processing allowed us to obtain a standardized form to be used in the
NMF model. First of all, disturbing elements such as HTML Tags, Stopwords, Punc-
tuation, White Spaces, URLs, etc. were removed.

Next, the text obtained was normalized through Tokenization, Lemmatization,
Stemming, Sentence segmentation, etc., thus obtaining the clean text to be used in
the model.

At this point, the dataset included all the tweets divided into topics.

Based on this partition, the analysis focused on identifying the sentiment within
each topic: it was important to understand how the particular topic was perceived by

various users.

Sentiment analysis

Sentiment analysis is part of the greater field of text mining, also known as text analysis,
which is the process for detecting the sentiment expressed about the topic of interest in a
sentence. Sentiment analysis is one field of natural language processing, useful with large
amounts of textual information from which is possible to extract general information.

Modern sentiment analysis tools are based on algorithms that can handle huge
volumes of information and, when associated with text analysis, sentiment analysis
provides interesting information on the opinion of different users who play a funda-
mental role in this type of analysis.

In fact, it is not enough to know the topic of interest, it is also essential to know what
people think about it. This type of classification focuses on the polarity of a certain text,
which determines whether the opinion expressed is positive, negative, or neutral [21].

One of the most indirect ways of acquiring textual data is through social media

mining, made possible by the use of social media management software with tracking
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capabilities. Sentiment analysis can be carried out in different ways, using machine
learning, statistics, and / or natural language processing (NLP) to find out how people
think and feel on a macro scale.

In this study sentiment analysis was based on rule-based sentiment analysis, a method
that uses a lexicon, or word-list, where each word is given a score for sentiment and sen-
tences are assessed for overall positivity, neutrality, or negativity using these weightings.

In particular, we used AFiNN, a lexicon that includes 2477 words that are able to ana-
lyze the language used in micro blogging platforms such as Twitter. AFiINN uses a scor-
ing system in which each word is assigned a value from —5 (very negative) to+5 (very
positive). Words with a score below — 0.05 are identified as negative, while those with a
score above 0.05 are identified as positive [22].

The study was conducted on the tweets produced during the year 2019 and 2020;
the goal was to be able to make a comparison between the two years, to identify if
and how the revelation of COVID-19 affected the way in which the topic considered
was expressed and perceived. The two datasets included, respectively, 2,393,236 and
2,458,929 tweets (of which 73,354 referring to COVID-19).

Results

Bot 2019-2020

Starting from the 2.458.929 tweets produced in 2020, 691.582 users were extracted,
while from the 2.393.236 total tweets from 2019, the number of identified users was
684.032.

Referring to the partitions previously explained in the methods, in 2020, from a total
of 691.582 single users, 4.913 were identified as “most active” and bot analysis revealed
the presence of 188 bots, which generated 59.104 tweets (Fig. 1).

In 2019, on the other hand, from 684.032 total single users, those taken into consid-
eration were 4.675. In this case, the bot analysis identified the presence of 230 bots,
although the number of tweets they generated was 50.057.

Following this identification, tweets were divided into two groups: tweets generated by
users and tweets generated by profiles that were identified as bots.

This partition was carried out in order to perform sentiment analysis on tweets gener-
ated by actually existing users (Fig. 2).
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Fig. 1 The probability distributions of bots
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Fig. 2 Data flow overview of ASD Tweets in 2019-2020

Topic modelling 2019-2020

Topic modeling was carried out on tweets of both 2019 and 2020; this analysis was con-
ducted in order to compare the two reference years to understand if the topics covered
were different or similar.

Starting from the 2019 and 2020 tweets, therefore, the top 20 most important top-
ics were considered. This choice was due to the fact that, considering fewer topics, the
groups of tweets obtained were too generic, thus introducing important limitations dur-
ing the final analysis. In fact, when referring to excessively numerous groups noise was
introduced and this initially affected the final result, not allowing a clear identification
of the most important topics. On the other hand, when considering more than 20 topics
the difference between the number of tweets included in the first topic and in the last
topic was too wide, making it unnecessary to consider more than 20 topics.

When comparing the topics identified in the two reference years, the main topics cov-
ered were found to be very similar to each other. This similarity allowed us to enclose the
identified topics in 9 macro groups, based on the subject, as follows:

+ Family: families who have children with autism help and support each other. These
families need special attention and a different approach than traditional ones. Family
activities are carried out with their children and, in some cases, parents express pride
concerning their children.

+ Community: there is a community where people with autism, both young and older,
have the opportunity to express their opinions, fears and feelings. They have the
opportunity to compare and support each other because they feel free to talk since
autism is a normal topic of conversation. Autism becomes awareness.

+ Therapy/Diagnosis: experiences in which autism was diagnosed, as well as some
treatments, are discussed in order to relieve stressful and critical situations that may
occur. Aspects of Asperger’s Syndrome are also discussed.

+ Research: research studies carried out on autism spectrum disorder, the symptoms
and difficulties are defined.
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« Autism Day: World Autism Awareness Day, internationally recognized to encourage
awareness of people with autism.

+ Negative effects: difficult situations that users with autism have to face (anxiety, men-
tal depression, neurodiversity), which also lead to anger and hatred towards the dis-
ease.

+ Vaccines: the vaccine issue is cause of conflicting opinions. There are those who
claim that vaccines are not a trigger for autism, while others claim the opposite.

« Promotions: websites to raise funds for autistic people, promotion of books and vari-
ous activities.

+ Exceptional events: exceptional events that occurred during the year that are also
reported in the news.

This grouping was completed by merging tweets concerning the various macro top-
ics. The individual users who participated in each macro category were also identi-
fied, as many users generated tweets belonging to several topics.

Some topics of greatest interest during 2019 were found to have undergone a certain
downsizing in favor of other topics that developed a greater interest. Indeed, there
was a change in the number of tweets within the various macro categories (Table 1).

The same aspect was highlighted with regard to users, who confirm this change in
topics, given the number of users who generated tweets within the various classes.

Participation depends on the topics covered. There are, in fact, topics that have had
a greater impact since they involved a larger number of users and produced a higher
flow of tweets than other, less relevant topics (Fig. 3).

This stems from the fact that users actively contributed to the discussions of great-
est interest since the desire to express their thoughts and feelings was strong. In par-
ticular, many occasions occur in which users agree with a certain topic, but express
themselves through negative language that allows them to transmit feelings of anger
and frustration due to the various situations they are forced to face.

There are also groups of users who appear to express extremist thoughts about cer-
tain situations and who definitively condemn certain identified situations, such as the
often inefficient management of the pandemic by their governments.

Table 1 Percentage of tweets in macro groups

Macro groups 2019 (%) 2020 (%)
Family 10 18
Community 46 31
Therapy/Diagnosis 14 22
Research 6
Autism Day 5 4
Negative effects 4
Vaccines 12 4
Promotions 5
Exceptional events 6
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Fig. 3 Number of tweets and users in macro groups in 2019 and 2020

Although 2020 was a completely exceptional year due to the outbreak of the coro-
navirus pandemic, the number of tweets that resulted concerning the pandemic was
much lower than that of the tweets referring to autism.

This grouping showed the differences between 2019 and 2020. Indeed, significant
differences were found regarding some topics, while others resulted more linear.

"

The "Community" and "Vaccines" topics, for example, showed a drop in interest
during 2020, while topics such as "Research” and "Family" had a greater diffusion in
2020.

The "Negative effects” topic was not addressed in 2019: this comes from the fact that
during this year no topics related to this macro group were identified, unlike in 2020
where one topic was attributable to this macro group.

It must be emphasized that these changes, which at first glance could be misleading,
are not a consequence of the individual groupings into the macro topics carried out, but
are due to the fact that the topics covered are much broader. Consequently, to obtain
more information, further investigation would be necessary.

The presence of a large amount of tweets, indeed, generated large groups, which would
need further analysis, for example through further topic modeling steps, in order to
obtain more information about these diversifications.

COVID-19-ASD tweet

The main focus of this study, however, was to investigate the issue of COVID-19 in rela-
tion to ASD. Following the identification of the different topics from 2020, the absence
of a single topic about COVID-19 was therefore highlighted. This absence was due to the
large amount of tweets extracted and to the fact that the tweets regarding COVID-19
and autism represent a small percentage of the total dataset.

In fact, the results obtained suggested that autism remained the main problem that
was being discussed. To jointly investigate ASD and COVID-19, in order to understand
how, due to the emergence of the pandemic, the speeches regarding ASD have changed
and, above all, to understand what are the main topics within these tweets we identified
different keywords relating to COVID-19 and used them to extract tweets concerning
autism and COVID-19.

The reference words were: COVID-19; Coronavirus; Pandemic; Quarantine;
Lockdown.
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The identified tweets amounted to about 73,354 (approximately 3% of the dataset)
(Fig. 4).

This step made it possible to identify tweets concerning COVID-19 that were used
in the next phase.

The application of topic modeling on COVID-related tweets revealed its impact on
people with ASD, in particular on how they had to face various difficulties throughout
the year. One of these concerned the need to change daily habits during the pandemic.

Parents’ care toward their children with ASD increased and their management
became more complicated: they had to face isolation, which had consequences on
autistic people’s mental health, causing a regression in some subjects.

In order to address the burden of isolation, different guidelines and tips were
released to help restore people’s well-being. In addition, "social pods" were identified
as an additional aid in relieving stress and anxiety, allowing people to keep in touch
with autistic communities, whose members gravitate towards small groups of friends.

There were also comments regarding vaccines and the delay in their production and
distribution, as well as opinions on the expected effects of COVID and criticisms of
the political system that managed the pandemic (Table 2).

Sentiment distribution
Most of the tweets produced in the different topics received on average a greater
number of likes compared to the number of retweets.
A like can be seen as a "weaker" form of retweeting, as it allows you to support
thoughts, opinions or otherwise express an appreciation of the content of the tweet.
Unlike the like, the retweet generates a sharing of the tweet content and therefore is
very important as regards to the dissemination of information.

2020 COVID-19 %’

Tweets 2020 73.354 Tweets
4l AsD + covID (41.755 users)

2.399.825 Tweets
(691.206 users)

Topic modeling

——jp Positive

Sentiment 4 Neutral
fp Negative

Fig. 4 Data flow overview 2020 COVID-19 Tweet
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Although most of the topics report an average of likes far higher than retweets, in
other topics these values get closer, thus indicating topics that obtained a greater diffu-
sion by users.

This may depend on the topic, which can be more popular, as in the case of the spread-
ing of news that are shared by users with the aim of transmitting that particular informa-
tion to other users.

There are also topics in which users have a more extremist behavior, however, and are
characterized by a very critical attitude.

The number of positive, negative, and neutral tweets reported for each topic is an
aspect that needs attention as it can be misleading. In fact, in this particular situation,
the definition of “sentiment” is not necessarily linked to a negative or neutral perception,
but it is linked to the fact that some people can be, for example, in agreement with a
given argument while being categorized with a negative feeling.

This is due to the fact that within tweets it is possible to find words that express, for
example, anger, fear, and worry for a particular situation that the user has to face.

An example is the one concerning the topic in which it is stated that Coronavirus has
impacted autistic people worse than the rest of the public and urgent effort to set up
an action plan is needed. In this case, most of the tweets were categorized as negative,
although users agreed with the statement reported, since they expressed themselves
with negative words.

Among all the identified topics, it is possible to identify those that have the highest
percentage of tweets with a neutral, negative and positive sentiment.

In general, in the topic with the highest percentage of tweets with neutral sentiment,
most of the tweets were mainly about disseminating information in order to reach as
many people as possible. Indeed, it is not uncommon to find tweets that report different
types of news without adding personal comments or other information.

In the case of the topic with the highest percentage of tweets with negative sentiments,
rather, opinions were expressed on the expected effects of COVID-19 and criticisms of
the political system that managed the pandemic. In this case, the negative sentiment
identified referred to the anger towards COVID-19 and its management and there was
therefore a general agreement on the previous statement.

Finally, even referring to the topic with the highest percentage of tweets with positive
sentiments, users are in favor of, and agree, with the statement that it is necessary to
provide constant support to people with ASD (Fig. 5).

User participation

After the information flows analysis, the users’ involvement was examined. We expected to
find that users were inclined to cover different topics, but, in this case, most users produced
tweets concerning only two topics (Fig. 6). More specifically, regardless of the topic, most
of the users in the dataset expressed themselves in only one (27%) or two topics (47%). Few
users posted multiple tweets on multiple topics (26%), 22% of whom dealt with 3 to 5 topics,
and 4% of whom dealt with 6 to 15 topics. It was possible to identify those who dealt with
6 or more topics because they were very few. These profiles were traced back to pages that
have a broad interest in the different topics covered and are consequently more inclined
to produce content. Indeed, there are organizations that promote the dissemination of
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news regarding research about autism, and companies whose purpose is to change atti-
tudes and create a society that is also suitable for autistic people. There are also parents with
several children with ASD, however, who deal with different topics and provide testimony
on their kids’ lives, charities for research on autism, and users with autism who share their
experiences.

A large number of users who generated few tweets and who obtained few retweets was
found, as well users who generated a large number of tweets while obtaining few retweets,
thus achieving low diffusion. Unlike these, a few users were able to reach many users with a
limited number of tweets,

this is, for example, the case for parents of children with ASD who expressed concerns
and/or thoughts that were shared by many people who likely found themselves in the same
difficult situation. This led to a few tweets actually going viral.
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Discussion

During the two years analyzed the pandemic accentuated the discussions already
dealt with in previous years. The number of tweets and the topics covered are very
similar between 2019 and 2020.

We observed that the number of bots is only a small part of the total number of
users (2.09% for 2019 and 2.40% for 2020) and generated, respectively, 2.09% and
2.40% of tweets. The total number of COVID-ASD tweets is only a small part of the
total dataset (3.05%) and was generated by 6.04% of users. Often, the negative senti-
ment identified in the sentiment analysis referred to anger towards COVID -19 and
its management, while the positive sentiment reflected the necessity to provide con-
stant support to people with ASD. A large number of users in the COVID-ASD tweets
generated few tweets, obtained few retweets, and participated in few topics (usually 2
topics).

The main strength is that all tweets produced concerning ASD during the two years
were considered in our study and were not further filtered based on the users who
produced them (except for bots).

There are some limitations in the tools we used in this study. AFiNN is not able to
detect irony and sarcasm, so the sentiment analysis was not flawless [23]. Sentiment
analysis also has limitations due to the fact that users and communities are constantly
influenced by the social, economic and political environment in which they live and
this can influence the content, and therefore the sentiment, of users’ tweets [24, 25].

An additional limitation is that only tweets in the English language were consid-
ered in this study. This choice was made to reach as many users as possible, since
most ome from the United States (69.3 million). When it comes to Twitter, however,
the second country with the most users is Japan (50.9 million) [26], so it would be
interesting to study opinions and discussions in other languages as well, since tweets
in other languages and those from lower-income countries can provide additional
insights, especially where the the presence of COVID-19 is high [27].

Another factor that can be considered as a limitation is that most of the tweets pro-
duced in the different discussions on Twitter came from a limited number of users
who generated the biggest number of tweets [28].

Indeed, only 15% of adults regularly generate content on Twitter, unlike young peo-
ple and small communities who are more represented than the general population
[29], despite the fact that these small communities have been significantly affected by
COVID-19 [30, 31].

A large percentage of users therefore remain silent, without producing or retweeting
contents, and it would be interesting to study the behavior of these silent majorities.

Conclusions
In this study, we found that social media, with the example of Twitter, contributes to a
great discussion on topics related to autism, especially with regards to focus on fam-
ily, community, and therapies.

The COVID-19 pandemic further increased the use of social media, especially dur-
ing the lockdown period. It is therefore important to observe these social networks
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continuously to try to help limit the dissemination of fake news and help develop and
distribute appropriate, evidence-based ASD-related information.

We found that users who have a large influence are only a small percentage of those
truly involved and we believe it is important to not limit observations to these few, but to
observe all users.

Abbreviations

ASD Autism Spectrum Disorders

API Application programming interface
MeSH Medical Subject Headings

NMF Non-Negative Matrix Factorization
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