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Introduction
A denial of service (DoS) attack is a sort of cyberwarfare in which malicious users 
prevent genuine applications from accessing network infrastructure. They try to drain 
the victim system’s resources and cause network congestion by creating a massive 
amount of traffic in the targeted system’s area without capturing vital information or 
compromising credential files. The massive amount of data created makes it impos-
sible for each packet to reach its destination. A three-way handshake is necessary to 
establish a network connection in most cases. The client establishes a connection 
between client and server, which the server acknowledges after receiving the client’s 
request and assigning capacity inside the reservoir connection. Ultimately, the recipi-
ent validates the connectivity, indicating that the process has been completed. The 
perpetrator establishes significant similarities and transmits photons as expected, but 
never hears the provider’s final affirmation notification. Consequently, the relation-
ship almost never increases wealth, exposing the host to the reservoir space reserved 
for all unfinished transactions. If the critical success factors are met, the server’s 
buffer will be brimming with unresolved attachments, leaving little room for accept-
able TCP connections, effectively prohibiting the server from undertaking a DoS 
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strike. An endeavour to restrict authorised users from accessing a targeted machine 
network and information capabilities is referred to as a DoS attack. Because of the 
limitations of conventional networking devices, the diversity of attack strategies, and 
the programmers’ opacity towards host sites, DDoS attacks are the most difficult 
security problems to identify, mitigate, and trace today. DDoS attacks can be miti-
gated by enforcing strict security standards and deploying an appropriate approach, 
including firewalls and vendor-specific workarounds.

As mentioned in Singh KJ et  al., a DDOS assault scenario is depicted in Fig.  1 
where the attacker infects a reliable system under Command and Control (C & C) 
is accomplished by infecting a computer with a Trojan virus via malicious software 
(2015). BOTS refers to infected systems controlled by the attacker. Mc Gregory S 
et  al. dubbed the connectivity of these BOTS BOTNETS (2013). These BOTNETS, 
such as HTTP or P2P, are explained well by Sheng L et al. (2012), and are used by the 
attacker through C & C. If BOTNETS are in place, the attacker can gain complete 
control of the machines by sending well-executed commands to each bot via remote 
control. Once the botnet has tracked or targeted the end-IP user’s address, each bot 
will begin working on it to reply by transferring requests to the targeted computers, 
most likely causing a delay. Botnet detection techniques often include either putting 
up a phishing attack to harvest malware components or establishing a detection algo-
rithm. The network intrusion detection system monitors system and network logs to 
uncover malicious operations. Suspicious types of behaviour, biometrics, or name-
servers could all be exploited. There really are numerous explanations why it is that 
a botnet is used to perform a DDoS attack, which includes, for example, a significant 
number of zombie connections that facilitate the constant transformation of severe 
attacks and threats, Difficulty represents the main wrongdoer, and the flexibility to 
exploit guidelines to do something about protective measures. It is difficult to dis-
tinguish between real and virtual time. Bots are the malicious systems of the user as 
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Fig.1  DDOS Attack Scenario on Victim Server
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shown in Fig. 1 which are hacked by the attackers ultimately resulting in the reduc-
tion of the processing time of the server. The appropriate solution to this issue that 
can be suggested is BOTNETS.

The major goal of this paper’s work is to distinguish between normal and attack sce-
narios by analysing the throughput of the data packets respectively. In this course, the 
throughput threshold is calculated in order to differentiate between normal and attack 
scenarios. To make further analysis more effective, machine learning algorithms like 
logistic and naive bayes are applied to the CAIDA 2007 datasets. Logistic regression is 
used majorly for predicting purposes, which is our main goal, and naive bayes based on 
the Bayes theorem gives better accuracy by assuming the independent features of the 
variables. Mathematical modelling is framed in order to derive the relationship between 
the data packets’ inter-arrival time and throughput, as reported by CAIDA.

The following is a summary of the work in this paper: “Literature survey” section 
examines similar work in the field of DDOS attacks and conducts a comparative analy-
sis. The proposed methodology for identifying DDOS attacks is discussed in “Proposed 
methodology for the identification of DDoS attacks” section, followed by a mathematical 
model and a machine learning model. ”Conclusion and Scope for Further Enhancement” 
section summarises the findings of the experimental models and provides a brief sum-
mary of the findings. In “Declarations” section, the work finishes with a full description 
of the study conducted in this paper, as well as future directions and references in “Ref-
erences” section.

Literature survey
Of these, DDoS (Distributed Denial of Service) operations are one of the most promi-
nent, having a negative effect on server functionality and inflicting substantial damage. 
In a DDoS assault, the malicious user exploited workstations (acknowledged as corpses) 
to broadcast a large number of requests from either of these just-now undead to a desti-
nation by leveraging defined or unannounced potential vulnerabilities. It would demand 
a significant amount of data transmission or computing time from either the victimised 
virtualized environment. This study developed a DDoS detection method based on the 
C.4.5 methodology and countered the DDoS threats. Once supplemented with trade-
mark identification techniques, this approach provides a classification tree that imme-
diately and adequately diagnoses characteristic forgeries for Dos and ddos strikes [1]. 
[2] introduces a DDoS attempt warning system based on deep neural networks (Deep 
Defence). Technological advances have allowed for comprehensive modelling and infer-
ence by extracting relevant high-level traits from average ones. It is the establishment of 
a continuous recurrent neural network well with the aim of understanding commonali-
ties from network activity cycles and tracing network attack activities. The experimental 
findings demonstrate that we are getting closer and closer to traditional machine learn-
ing models. When compared to a traditional machine learning approach, the inaccuracy 
rate is reduced from 7.517 percent to 2.103 percent in a bigger data set. [3] describes 
ArOMA, an autonomous DDoS prevention infrastructure that takes advantage of the 
governmental or political and highly centralised manageability possibilities of the Soft-
ware Defined Networking (SDN) framework. ArOMA, in particular, has the opportu-
nity to comprehensively break down the barriers between diverse security operations, 
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including monitoring systems, anomaly detection, and mitigating measures, while elimi-
nating the need for non-trivial human participation. It also encourages ISPs and their 
customers to collaborate on DDoS mitigation by logically spreading critical security 
functions across the ISP, allowing the ISP to tackle DDoS traffic according to the needs 
of its consumers. Our findings show that ArOMA can efficiently maintain streaming 
server performance at a tolerable level even in the presence of high-rate DDOS attacks. 
In an experiment [4], machine learning techniques were investigated for recognising 
swarm DDoS attacks. The UNBS-NB 15 and Privation exposure datasets, which are well-
known for recognising malware DDoS attacks, were used in the analysis. Machine learn-
ing methods such as Support Vector Machine (SVM), Artificial Neural Network (ANN), 
Nave Bayes (NB), Decision Tree (DT), and Reinforcement Classification are used to 
start investigating the accuracy, number of false positives (FAR), sensitivity, specificity, 
false positive rate (FPR), AUC, and Matthews correlation coefficient (MCC) of datasets 
(USML). The performance of the KDD99 dataset has been shown to be superior to that 
of the UNBS-NB 15 dataset. This evaluation is crucial in computer security and certain 
other related fields.

[5] recommends the DBod botnet detection method, which is based on the binary 
mixture, based on an assessment of the querying pattern of network activity. The pro-
posed method takes advantage of the fact that hosts infected with the same partial fulfil-
ment of the requirements ransomware query the very same sets of domains throughout 
the domain list, with an overwhelming percentage of these inquiries failing since only a 
tiny percentage of these domains are genuinely associated with an active C&C. The prac-
ticality of the proposed strategy is evaluated using DNS data collected over a 26-month 
period from an educational network environment. The findings show that DBod is capa-
ble of efficiently and accurately detecting both traditional and prospective decision out-
come botnets continuously in real connections. [6] investigated classification algorithms 
for recognizing network Cyberattacks in an experiment. The UNBS-NB 15 and KDD99 
publicity datasets, which are well-known for identifying malware DDoS attacks, were 
used in the analysis. Machine learning methods such as Convolutional Neural Network 
(SVM), Multilayer Perceptron (ANN), Naive Bayes (NB), Decision Tree (DT), and Rein-
forcement Classification are used to investigate the accuracy, false alarm rate (FAR), sen-
sitivity, specificity, false positive rate (FPR), AUC, and Matthews correlation coefficient 
(MCC) of datasets (USML). The effectiveness of the KDD99 dataset has been shown 
to be superior to that of the UNBS-NB 15 dataset. This validation is crucial in cryp-
tography and other relevant disciplines. [7] proposes a machine learning botnet detec-
tion model and evaluates its performance using standard machine learning approaches 
and Domain Name Service query data. According to empirical observations, machine 
learning approaches may be useful in botnet detection, with the random forest algo-
rithm producing quality overall detection results of over 90%. To protect the SDN-based 
cloud from flow table overloading DDoS attacks, [8] proposes a novel flow-table shar-
ing approach. Using the idle flow-tables of other OpenFlow switches on the network, 
this strategy prevents the switch’s flow-table from overloading. Our provision of facili-
ties and services reduces the cloud system’s susceptibility to data breaches with mini-
mal involvement from the SDN controller. As a result, communication overhead is kept 
under control. Our predictions are supported by the vast majority of three-dimensional 
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computer research. With 7.3 trillion bot requests analysed in the fourth quarter of 2017, 
there was a dramatic increase in the use of malware attacks for credentials abuse, signal-
ling that 40% of password resets were illegitimate. Remote code execution weaknesses, 
particularly in enterprise software, have recently been a favourite target for attackers 
aiming to enslave machines for botnets. The Go Ahead embedded HTTP server, which 
offers 700,000 potential targets, and the Access The Cloud Server are two of the most 
prominent targets attacked by cybercriminals [9]. For clarification, [10] is based on the 
study line "Why? What? How?" Firstly, we’ll go over why aggressive engagement is so 
important. After that, the concepts, types, and dangers of adversary warfare are dis-
cussed. Finally, we go over the most frequent attack algorithms and the basis of these fac-
tors in each application area. Faced with the growing complexity of the neural network 
model, this paper focuses on the domains of photos, text, and corrupted files, as well 
as the crown prosecution categorization and methodologies of these different informa-
tion sources, allowing researchers to quickly choose their own type of research. At the 
conclusion of this review, significant discussions and unresolved difficulties are raised 
and referenced towards other similar examinations. [11, 17], and [18] advocated adopt-
ing Dempster’s tandem rule to investigate mixed proof of various types of cloud strikes 
in Pakistan’s IT business. [12, 16] propose a structural interpretation learning framework 
that employs machine learning techniques to classify botnets and benign programmes 
based on botnet-specific patterns of ready to fully and attributes. The selected patterns 
have been tested using legitimate evaluation metrics and have been shown to have great 
detection accuracy and a low false positive rate. In both experimental and statistical 
tests, the support vector machine classifier beats conventional classification approaches. 
[13, 14], and [15] provide an online consecutive tractor trailer ML solution for DDoS 
detection based on network entropy estimate, founder, information gain ratio, and the 
Extra-Trees algorithm. The approach’s unsupervised feature decreases the quantity of 
superfluous normal traffic information used in DDoS detection, which lowers false posi-
tive rates and increases the accuracy. The supervised portion, on the other hand, ensures 
that the unsupervised part’s false positive rates are reduced and that DDoS traffic is cor-
rectly classified. Various experiments were carried out to test the suggested technique 
utilising three datasets: NSL-KDD, UNB ISCX 12, and UNSW-NB15. 98.23%, 99.88%, 
and 93.71 percent, respectively, with positive result rates of 0.33 percent, 0.35 percent, 
and 0.46 percent.

Furthermore, [19, 20], and [21] investigated DDoS attacks in depth and evaluated the 
reduced feature set based upon that domain expertise to drastically enhance accuracy. 
[21] tested and analysed the NSL-KDD dataset with an altered feature set and discov-
ered that our recommended NIDS can detect 99.1 percent of DDoS attacks. Our findings 
were compared to those of other studies. [22] uses the PCA methodology to minimise 
the dimension of the features and, hence, the detection time complexity. PCA provides 
for a significant decrease in prediction time while maintaining the preponderance of the 
original data. The data is placed into an RNN to train and generate a detection model 
again when the dimensions have been decreased. The evaluation findings show whether 
PCA-RNN may achieve significant performance gains in terms of accuracy, sensitivity, 
precision, and F-score for the real dataset when compared to different available DDoS 
attack detection technologies. In an experiment, [23] tested machine learning methods 
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for recognising network DDoS attacks. The UNBS-NB 15 and KDD99 publicity data-
sets, which are well-known for detecting botnet DDoS attacks, were used in the analy-
sis. Machine learning methods such as Support Vector Machine (SVM), Artificial Neural 
Network (ANN), Naive Bayes (NB), Decision Tree (DT), and Unsupervised Classifica-
tion are used to investigate the accuracy, number of false positives (FAR), attentiveness, 
thoroughness, misclassification rate (FPR), area under the curve, and Matthews correla-
tion analysis (MCC) of datasets (USML). The performance of the KDD99 dataset has 
been shown to be superior to that of the UNBS-NB 15 dataset. This validation is crucial 
in information security and other allied subjects. [24] tested machine learning methods 
for spotting botnet intrusions in an experiment. In an experiment, [23] tested machine 
learning methods for recognising network DDoS attacks. The UNBS-NB 15 and KDD99 
publicity datasets, which are well-known for detecting botnet DDoS attacks, were used 
in the analysis. Machine learning methods such as Support Vector Machine (SVM), 
Artificial Neural Network (ANN), Naive Bayes (NB), Decision Tree (DT), and Unsuper-
vised Classification are used to investigate the accuracy, number of false positives (FAR), 
attentiveness, thoroughness, misclassification rate (FPR), area under the curve, and Mat-
thews correlation analysis (MCC) of datasets (USML). The performance of the KDD99 
dataset has been shown to be superior to that of the UNBS-NB 15 dataset. This vali-
dation is crucial in information security and other allied subjects. [24] tested machine 
learning methods for spotting botnet intrusions in an experiment Table  1. The char-
acteristics of the instruments that are regularly used to process large amounts of data 
are represented in Table 2. Table 3 contrasts machine learning methods and associated 
deployments to see which ones are best for the study’s specifications.

Proposed methodology for the identification of DDoS attacks
A DDoS is a type of cyberattack that uses the power of a large number of malware-
affected systems to disrupt network connectivity or service, resulting in a denial of ser-
vice for users of the targeted resource. In this work, two models are proposed to identify 
DDoS attacks: (i) A Mathematical Model (ii) A Machine Learning Model. The proposed 
mathematical model derives the relationship between the inter-arrival time of requests 
and throughput. Further throughput analysis was carried out to identify DDoS attacks. 
Logistic Regression and Naive Bayes models are used to build machine learning models 
to identify DDoS attacks.

Mathematical model for identifying DDoS attacks

The system’s quantitative behaviour can be estimated using a mathematical model. In 
order to discover the model’s strengths and limitations, quantitative findings from 
mathematical models may be easily compared to observational data. So, a mathemati-
cal model is proposed in this section in order to identify DDoS attacks. The most sig-
nificant characteristics for determining assaults are bandwidth and throughput, where 
bandwidth represents how much data can be moved across a communications channel 
and the amount of data successfully transmitted from source to destination is measured 
by throughput.

The probability of bandwidth depletion given in Eq. 1 is the base formula which is used 
to derive the relationship between the inter-arrival time of the requests and throughput. 
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Equations  4, 5 and 6 show the final results of the derivations where inter-arrival time 
and throughput are inversely proportional to each other. Throughput is calculated using 
Eqs. 8 and 9, the values of which are listed in Table 4. All the notations used while fram-
ing mathematical formulas are listed in Table 4.

The probability for calculating consumption in terms of bandwidth is given by:

where α = ( βAB + βLB) / βTotal

C – No. of open or unused bandwidth.
Let’s assume the size of the packet is the same in both cases, such as attack as well as 

normal traffic, i.e.
TPA = TPLB = TB, then we have.
α = TB/βTotal [ 1/IAB + 1/ILB], ( α is Average of Bandwidth).

(1)PBC=
(

αc
/

c!
)

/

∑ci=0
αi
/

i!

(2)βAB=TPA

/

IAB

(3)βLB=TPLB

/

ILB

Table 1  An overview of the contributions

Authors Their contributions Proposed work

Zekri M et.al [1] Usage of C.4.5 algorithm and Sig-
nature detection algorithms were 
developed for automatically and suc-
cessfully detecting signature attacks 
for DDoS attacks

Machine learning technologies such as 
logistic regression and naive Bayes are 
also used to detect intrusion

Xiaoyong Yuan et. Al [2] A DDoS assault detection strat-
egy based on deep learning was 
proposed and then compared to a 
regular machine learning model

To detect DDoS attacks, a mathematical 
model and a machine learning model 
were suggested, and the miss rate for 
each was then compared

Ceron J et.al [23] Botnet assaults were detected using 
the UNBS-NB 15 and KDD99 publicity 
datasets

Botnet assaults were detected using 
CAIDA 2007 records

Mohamed Idhammad et.al [13] An interactive, progressive, semi-
supervised ML algorithm for DDoS 
attack detection was created using 
connectivity diversity prediction, 
co-clustering, mutual information 
proportion, and the Extra-Trees 
methodology

To identify patterns, the dataset was 
partitioned into 70:20:10 train, test, and 
validation categories, and ML strategies, 
notably logistic regression and naive 
bayes, were implemented

Saikat Das et.al [21] NSL-KDD dataset was tested and 
analysed

CAIDA 2007 dataset was tested and 
analysed

Qian Li et.al [22] For the real dataset, PCA-RNN was 
examined and shown to have signifi-
cant performance increases in terms 
of accuracy, sensitivity, precision, and 
F-score

On a real-world dataset, naive bayes 
and logistic regression were reported to 
have positive performance improve-
ments in terms of accuracy, sensitivity, 
precision, and F-score

Tong Anh Tuan et.al [24] Support Vector Machine (SVM), 
Artificial Neural Network (ANN), Naive 
Bayes (NB), Decision Tree (DT), and 
semi-supervised learning have been 
used to evaluate and compare the 
UNBS-NB 15 dataset (USML)

The CAIDA 2007 dataset was analysed 
and compared to logistic regression, 
naive bayes, and experimented find-
ings, with the results for both being 
summarised together
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α = K * 1/IAB, K = TB/βTotal, where K is constant and 1/ILB  0

Equations 1 and 4 can be used to deduce the following conclusions:

(4)i.e.α ∝ 1/IAB

Table 2  Overview of Software handling Big Data

Tools/Software Advantages Disadvantages

ORANGE • It’s a terrific technique for projecting 
demand while knowing the patterns and 
trends of five years’ worth of data
• Working further insights into it, and 
hypothesis models testing of data projected 
by orange

• It isn’t very reliable when dealing with massive 
datasets. Orange may crash if you use datasets 
that operate well in Python
• As a result, it’s appropriate for smaller projects, 
teaching reasons, or exploratory data analysis

RAPIDMINER • it is a robust data mining application that 
can handle everything from data mining 
through model deployment and model 
operations
• Its end-to-end data science platform 
includes all of the data preparation and 
machine learning tools

• The programme has a tendency to crash 
frequently; this is especially true with neural 
networks and other complex algorithms. Some 
versions have limitations
• Even the student edition has a 10,000-row 
output restriction, so if you’re trying to analyse 
a 12,000-point data set, 2000 points will be 
excluded at random

KNIME • Access to all current and future advance-
ments in data science, machine learning, and 
artificial intelligence
• Avoid the danger of price changes by lock-
ing your data science IP into a proprietary 
format. Make data science accessible to 
everyone, not just Windows users

• The number of rows is unlimited, but the 
number of columns shouldn’t get much larger 
than ~ 10.000

APACHE SPARK • Analytics is advanced
• Dynamic in nature
• Multilingual
• Powerful

• Fewer Algorithms
• Small files issue
•  Window criteria
• Doesn’t suit well for multi-user environment

HADOOP • Minimum network traffic
• High throughput
• High Speed
• Fault tolerance

• Problem with small files
• Vulnerable
•Security issues
• Supports only batch processing

TENSORFLOW • Good for data visualization
• Scalable
• Compatible

• Inconsistent
• Less Speed
• Dependency
• Frequent Updates

Table 3  Comparison overview of machine learning models with respect to DDoS detection

ML model for 
detecting DDoS 
attacks

Applications

Logistic Regression ▪ It is used to forecast the likelihood of a target variable using the supervised learning 
classification technique

Naive Bayes ▪  Predict a class of datasets for both binary and multi-class categorization 
▪ In multi-class predictions, it performs better

C4.5 ▪Used to make a decision based on a sample of data either a univariate or multivariate 
predictors

KNN ▪ Evaluate the similarities between such a request and all the data items, select the K clos-
est cases to the inquiry, and thereafter vote for the most common categorization

SVM ▪ Find a hyperplane in an N-dimensional space that categorises data points clearly

Fuzzy c-means ▪ Allows a single piece of data to belong to two or more clusters
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Based on the findings reached from Eqs. 5 and 6, the attacks are detected via deter-
mining the arrival time of two adjacent data packets referred as inter arrival time 6. A 
sliding window of 10 s is used to analyse this arrival time. The formula in Eq. 7 is used 
to calculate the mean inter-arrival time.

where IPArrivalTime denotes the IP address’ inter-arrival time in a sliding window of 10 s.
Poisson distributions are used for attack packets and Gaussian distributions for 

ordinary clients. In this work, CAIDA datasets 2007 is used for real time estimation 
by analysing the throughput and inter arrival time of the attack and normal scenario 
simultaneously. The formula used in this process is highlighted in Eq. 8 & 9.

Or

20,090 distinct IP addresses are considered for each 10  s gap. Throughput, Fre-
quency of arrival, and Inter-arrival Time for both attack and normal scenarios are 
analysed in Table 2. A part of the datasets can be viewed in the respective tables.

Table 5 contains details about the attack scenario, such as data packet inter-arrival 
time, throughput, and frequency, source IP address, destination IP address, and pro-
tocol. Table 3 shows the following observations:

•	 The Median value is considered as the throughput threshold (i.e. 755.97).
•	 Throughput above the threshold is considered as high and is categorised as an 

attack.
•	 Throughput below the threshold is considered as low and categorised as normal.

(5)PBC∝ α ∝1
/

IAB

(6)PBC∝1
/

C

(7)Arrivalmean=1
/

N
∑

n
i=1IP

ArrivalTime

(8)Th=TransferPacketSize
/

Inter − ArrivalTimeattacker

(9)Th= TransferPacketsize∗Frequencyofarrival(s)

Table 4  The notations used in mathematical models

Notation Descriptions

PBC Depletion/consumption of bandwidth probability

βab Attacking clients’ bandwidth consumption

βlb Consumption of bandwidth by genuine clients

βTotal Depletion/consumption of total bandwidth

TPA In relation to bandwidth, the attacker’s packet size that is transferred

TPLB In relation to bandwidth, the legitimates packet size that is transferred

IAB The assaulting clients’ inter-arrival rate

ILB The legitimates clients’ inter-arrival rate

C Number of open channels or bandwidth that isn’t being utilised
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•	 The Miss Rate for the mathematical model is 0.0025, which is acceptable. A False 
negative is the probability that a true positive will be missed by the mathematical 
model. It is given as:

Miss Rate = FN / FN + TP.
True positive (TP) = 20,038 ( Correctly Predicted).
False Negative (FN) = 52.
Miss Rate = 52/20090 = 0.0025.
Mathematical model are taking CAIDA 2007 datasets which is real time datasets espe-

cially consisting denial of service information. Mathematical model focus on predicting 
between attack and normal data by analysing the throughput and the frequency of that 
particular information. It’s like more throughput, means more time for processing data 
and more time for processing data does not allow the genuine clients to take the con-
trol and fulfill their requirement of processing and enabling it to be in queue for infinite 
durations. Validation with respect to miss rate is also performed to analyse the correct-
ness of the mathematical model considering CAIDA DATASET.

Machine learning model for identifying DDoS attacks

Activity diagram for the experimental model

The activity diagram for the experimental model is shown in Fig. 2 and the procedure for 
the same is as follows:

1.	 CAIDA 2007 dataset is considered for the calculating the threshold of the through-
put in order to categorize the normal and attack scenarios. The throughput of the 

Table 5  Throughput analysis for attack and normal scenarios

Inter-arrival 
time

Frequency 
of arrival (s)

Throughput Source Destination Label Condition 
label

0.000119 8431.703 5,05,902.200 202.1.175.252 71.126.222.64 Attack Sce-
nario

Attack

0.000691 1446.992 86,819.500 192.120.148.227 71.126.222.64 Attack Sce-
nario

Attack

0.020945 47.743 2864.629 51.81.166.201 71.126.222.64 Attack Sce-
nario

Attack

0.000150 6668.623 4,00,117.400 192.95.27.190 71.126.222.64 Attack Sce-
nario

Attack

17.531215 788.022 42.912 192.120.148.227 71.126.222.64 Normal Sce-
nario

Normal

17.533944 857.684 556.771 51.81.166.201 71.126.222.64 Normal Sce-
nario

Normal

17.537825 432.463 39.046 192.95.27.190 71.126.222.64 Normal Sce-
nario

Normal

17.544041 1139.061 31.168 40.75.89.172 71.126.222.64 Normal Sce-
nario

Normal

17.546908 467.301 1.128 192.120.148.227 71.126.222.64 Normal Sce-
nario

Normal

17.548384 2500.000 3.356 192.95.27.190 71.126.222.64 Normal Sce-
nario

Normal

17.549695 8431.703 3.455 202.1.175.252 71.126.222.64 Normal Sce-
nario

Normal



Page 11 of 17Kumari and Mrunalini ﻿Journal of Big Data            (2022) 9:56 	

data is compared with the threshold. Throughput above the threshold is categorised 
as an attack, else normal. Later, the ML model such as logistic regression and naïve 
bayes is used to further validated the proposed model. The Median of the CAIDA 
2007 Dataset is considered as the throughput threshold.

2.	 Two machine learning models are built; (i) using Logistic regression and (ii) using 
Naive Bayes. In general, logistic regression is used for prediction analysis. Since the 
main focus of the work in this paper is predicting DDoS attacks, the logistic algo-
rithm suits well. In general, Naive Bayes assumes conditional independence for all 
features. As a result, if some of the features are in fact interdependent (as in the case 
of a huge feature space), the prediction may be inaccurate.

3.	 The original dataset consisting of 20,090 records is categorized into a 70:20:10 ratio. 
That is, 70% of the data (140,063) is considered as training data, 20% of the data 
(5425) is test data and the rest of 10% of the data (602) is used for cross validation 
purposes.

4.	 Employees are monitored based on successfully identified occurrences, incorrectly 
diagnosed cases, sharpness, retention, totally false positive frequency, classified as 
positive percentage, and coefficient of determination of mistake. The total of the 
Positive Class and Genuine Positive Rates is Appropriately Recognized Occurrences. 
Consequently, the aggregate of the False Positive (FP) and False Negative (FN) per-

Fig. 2  Activity Diagram for experimental model
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centages equalled Inconsistently Labelled Situations. The quantity of appropriately 
diagnosed examples multiplied by the number of instances yields correctness.

Results and discussion

This section contains the results of the experimental model using machine learning 
algorithms such as logistic regression and naive bayes. Weka tool is used for fetch-
ing the experimented results. Additionally, by subsampling the data, non-incremental 
learning methods can be used on large datasets. Weka also provides Hadoop and Spark 
compatibility as options for distributed data mining. The distributed Weka Base pack-
age contains base "map" and "reduce" activities that are not dependent on any particular 
distributed platform.At a high level, the major distinction between Weka and the oth-
ers is flexibility. Weka is a plug-and-play machine learning solution; it’s packed in a.jar 
file and comes with a graphical user interface (GUI) via which you can perform most 
basic analyses and model development. Weka provides more instruction than the oth-
ers, which are interactive shell languages, and running ML through Weka appears to be 
rather magical. As a result, Weka is less flexible than the others for statistical analysis 
and data exploration. The difference is that the others are programming languages with 
ML packages and libraries that you can import, whereas the others are not. On the other 
hand, Weka is a machine learning package. As you might expect, this implies that the 
others give you a lot more freedom to clean, analyse, and alter your data sets, as well as 
a lot more ability to control and tweak the underlying algorithms. Further, the perfor-
mance of the experimental model is analysed. Weka is licenced under the GNU General 
Public License, making it free to use. Because it is written entirely in Java, it can run on 
nearly any modern computing platform. It is a collection of data preparation and model-
ling methods. Weka has some disadvantages in the sense that it is only capable of han-
dling small datasets. An Out Of Memory problem happens whenever a set is larger than 
a few megabytes.

Figure  3 shows the experimented results using logistic regression machine learning 
model on the training dataset. Figure  4 shows the experimented results using logistic 
regression machine learning model on the test dataset and Once testing on the proposed 
model is successfully completed, cross validation using logistic regression on the rest 

Fig. 3  Detailed Accuracy for Training Dataset using Logistic Machine Learning Algorithm
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602 instances is performed in order to test the model’s ability to predict attack and nor-
mal scenario using new set of data that was not used in the training and testing datasets 
as shown in Fig. 5.

Figure  6 shows the experimented results using naïve bayes machine learning model 
on the training dataset. Figure  7 shows the experimented results using naïve bayes 
machine learning model on the test dataset and once testing on the proposed model is 

Fig. 4  Detailed Accuracy for Test Dataset using Logistic Machine Learning Algorithm

Fig. 5  Detailed Accuracy applying Cross Validation using Logistic Machine Learning Algorithm

Fig. 6  Detailed Accuracy for Training Dataset using Naive Bayes Machine Learning Algorithm
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successfully completed, cross validation using naïve bayes on the rest 602 instances is 
performed in order to test the model’s ability to predict attack and normal scenario using 
new set of data that was not used in the training and testing datasets as shown in Fig. 8. 
From the above implementation and summary of the results for the experimental model 
using logistic regression and naïve bayes as shown in Table 6.

The observations drawn from Table 4 and Fig. 9 are as follows:

•	 Accuracy using Logistic regression ranges from 99 to 100% and naive bayes ranges 
from 99 to 98%. Thus, logistic regression fetched better results as compared to naive 
bayes.

•	 The MAE using logistic regression is 0, 0.0015, 0.0017, whereas the MAE using naive 
bayes is 0.007, 0.006, 0.0163. Thus, the results of logistic regression are also better 
than naive bayes in terms of mean absolute error, as the MAE value is the minimum 
in logistic regression.

•	 The recall value using the logistic regression algorithm for the attack scenario is 0.997 
and for the normal scenario is 1.000. The recall value using the naive bayes algorithm 
for the attack scenario is 0.974 and for the normal scenario is 1.000. This means the 
difference between the recall value for attack and normal scenario is less in logistic 

Fig. 7  Detailed Accuracy for Test Dataset using Naive Bayes Machine Learning Algorithm

Fig. 8  Detailed Accuracy applying Cross Validation using Naive Bayes Machine Learning Algorithm
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but considerably better in naive bayes. The characteristics of Naive Bayes are also 
considered to be conditionally independent. Though real data sets are never entirely 
independent, they can come close. In conclusion, compared to logistic regression, 
Naive Bayes has a higher bias but smaller variance. Naive Bayes is a superior classi-
fier if the data set follows the bias. Both Naive Bayes and Logistic Regression are lin-
ear classifiers. However, Logistic Regression produces a probability prediction using 
a direct functional form, whereas Naive Bayes determines how the data was formed 
based on the findings.

Table 6  Summary of the results for the experimental model

Total 
instances

Correctly 
classified 
instances

Accuracy Precision Recall Mean 
Absolute 
Error

Machine 
Learning 
Algorithm 
used

Class

Training data 14,063 14,063 100 1.000 1.000 0 Logistic 
Regression

Attack

14,063 13,929 99.04 1.000 0.981 0.007 Naïve Bayes Attack

14,063 14,063 100 1.000 1.000 0 Logistic 
Regression

Normal

14,063 13,929 99.04 0.981 1.000 0.007 Naïve Bayes Normal

Test data 5425 5417 99.85 1.000 0.997 0.0015 Logistic 
Regression

Attack

5425 5385 99.26 1.000 0.985 0.0061 Naïve Bayes Attack

5425 5417 99.85 0.997 1.000 0.0015 Logistic 
Regression

Normal

5425 5385 99.26 0.986 1.000 0.0061 Naïve Bayes Normal

Validation 
Data

602 601 99.83 1.000 0.997 0.0017 Logistic 
Regression

Attack

602 594 98.67 1.000 0.974 0.0163 Naïve Bayes Attack

602 601 99.83 0.997 1.000 0.0017 Logistic 
Regression

Normal

602 594 98.67 0.974 1.000 0.0163 Naïve Bayes Normal

Fig. 9  Graphical comparison of the logistic regression and naive bayes algorithm
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•	 The Precision value using logistic regression and naive bayes are the same, i.e. 1.000. 
Thus, detecting DDoS in terms of precision is not enough. Other parameters like 
accuracy, recall, MAE are required for analysis of the performance metrics.

Conclusion and scope for further enhancement
The work in this paper started by deriving and analysing the relationship between the 
arrival time of the requests and throughput using the CAIDA dataset 2007. It is observed 
that the inter-arrival time of the requests is inversely proportional to the throughput. 
A mathematical model and a machine learning model have been proposed to identify 
DDoS attacks. Machine learning algorithms such as logistic regression and Naive Bayes 
are used to determine the performance of the metrics where logistic regression fetched 
good results as compared to Naive Bayes. It is also observed that the performance of 
machine learning models is slightly better than mathematical models. The accuracy of 
the machine learning model is 100% and the mathematical model is 99.75%.

The work done in this paper helps in identifying DDoS attacks in a simpler and more 
efficient manner. It even highlights the performance of machine learning algorithms as a 
comparative study was conducted between logistic regression and naive bayes. Real-time 
datasets are used for efficient analysis. Since logistic regression and naive bayes fetched 
good results, they were preferred. Both machine learning and mathematical models have 
to be tested for live attacks. This paper’s findings can also be used to avoid attacks on 
memory management and firewalls. The presented model acquired findings from a sin-
gle dataset, which serves as a limitation of the model. Consequently, a distributed data-
set can be examined in order to provide directions for future enhancements.
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