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Introduction
The new era of big data is only at the early stages as digital data is expected to rise from 
33 zettabytes in 2018 to 175 zettabytes in 2025 [1]. A large part of this growth will be due 
to the rise of unstructured data of various forms including data from autonomous vehi-
cles or 5G communications. This evolution is very promising from a marketing perspec-
tive as Wedel et al. [2] note that approaches to leverage unstructured data constitute an 
important issue for research. In particular, they suggest to investigate the combination of 
geospatial and mobile data with tabular data.
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This idea is particularly salient for the specific case of customer relationship manage-
ment as some studies have already demonstrated the value of fine-grained data for cus-
tomer acquisition [3] and customer cross-selling [4–6]. However, the paper of Ascarza 
et al. [7] in 2018 highlights that no study has proven the value of fine-grained data for 
churn detection beyond communication data records. This research gap is particularly 
salient for managers of telephone companies as these communication data records are 
likely to become obsolete due to the competition of digital communications operated 
by actors such as Messenger or Whats’app [8–10]. Consequently, the ability for tele-
phone companies to detect churn might be deteriorated on the long run. More recently, 
in 2021, our study [11] showed that referral data might be a good alternative to com-
munication data records to detect churn. This long run opportunity has however two 
drawbacks. On the one hand, our study highlights that, on the short term, it does not 
add value on top of communication data records. On the other hand, this strategy also 
requires starting a potentially expensive referral program, if it is not already the case. In 
the present study, we investigate the value of multiple alternative internal fine-grained 
data sources i.e. websurfing, use of applications and geospatial mobility for the following 
research questions: (RQ1) can these data substitute a communication network on the 
long run and (RQ2) do these fine-grained data complement a communication network 
to improve churn detection of a telephone company on the short term? In this investiga-
tion, we design multiple feature extraction variations from these data. Unlike more clas-
sical data used to make churn prediction such as socio-demographical information or 
transactional data, there is no standard way to make features which would be guided by 
previous literature or by domain experts.

This approach of creating multiple features from the same source of data might how-
ever increase redundancy in the set of features that are used for modelling churn, which 
is not desirable as it can lead to suboptimal training of classifiers. Currently, Random 
Forest can be considered as a state of the art of homogeneous ensemble classifiers [12]. 
However, this classifier is especially sensitive to redundancy as redundant features are 
more likely to be randomly chosen to build the trees [13]. While extensive research has 
been carried out on Random Forest, no proposition tries to directly alleviate this redun-
dancy issue. Consequently, we also propose a variation of this ensemble classifier called 
Essence Random Forest, which is designed to handle redundancy more efficiently. This 
proposition leads to the following research questions: (RQ3) does Essence Random For-
est offer a better classification performance compared to two benchmark methods of the 
same family of techniques (namely Random Forest and Extremely Randomized Trees) 
when dealing with redundant data and (RQ4) does also Essence Random Forest con-
verge faster to a good result as compared to these algorithms ?

The structure of the paper is organised as follows. The second section reports previous 
studies on fined grained data in churn detection and on Random Forest. The third sec-
tion discusses our proposition of an adapted Random Forest i.e. Essence Random For-
est. The fourth section presents the data of a European telephone company used for this 
study and the model performance metrics used for this study. The fifth section reports 
the results of the study in term of value of unstructured mobile data and the contribu-
tion of the Essence Random Forest. The sixth section discusses the implications of these 
results. The last section presents the conclusion of the study and future works.
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Related works
The contributions of this paper are twofold: (1) investigating the value of multiple fine-
grained data sources for churn detection within telephone companies and (2) proposing 
a variation of Random Forest to handle the redundancy among the features extracted 
from these sources. The following subsections discuss existing work related to each 
contribution.

Fine‑grained data for churn detection within telephone companies

According to Ngai et al. [14], churn detection is the customer relationship management 
(CRM) issue which has received the most attention in the literature. Despite this atten-
tion, as noted by Ascarza et  al. [7] in 2018, no paper has addressed the value of fine-
grained data for churn detection beyond communication data records. Fine-grained data 
is characterized by high dimensionality and high sparsity meaning, in a human decision 
context, a small selection of actions among many possibilities. For example, a mobile 
user can only call a small fraction of other mobile users in the world. As such, communi-
cation data records can be considered as fine-grained data. Communication data records 
are however typically translated into a communication network which can be exploited 
with the use of social network analysis [15, 16].

More recently, our work [11] addressed the value of two fine-grained types of data for 
churn detection within telephone companies: referral data and spatial data. Referral data 
is translated into a referral network where linked referrers and referrals are connected 
together. Spatial data is converted into a spatial network where edges represent the dis-
tance between houses of mobile users. The results show that a referral network does not 
add value on top of a communication network but it might substitute this network on 
the long run if this network was to become obsolete due to the competition with digital 
communications [8–10]. This long term strategy requires however to develop a referral 
program if it is not already the case.

Compared to this last work, the current article investigates alternative fine-grained 
data which are already collected by telephone companies in the context of their core 
activities i.e. web visits, usage of mobile services and geographical mobility. These fine-
grained data consequently do not require additional cost to generate and manage it. Fur-
ther, this investigation might lead to identify fine-grained data which might complement 
a communication network to detect churn within telephone companies on the short 
term as it is not the case so far[11]. Finally, from a methodological perspective, these 
fine-grained data deserve special attention as there is no standard way guided by the lit-
erature or domain experts to derive features from this data.

Redundancy issue in Random Forest

To develop churn predictions on these fine-grained data, one has to choose a relevant 
modelling technique. Random Forest is the current state of the art for classification [12]. 
This technique has been introduced by Breiman [17] and it is an ensemble method based 
on the classical decision tree classifier. It aggregates the results of multiple decision 
trees obtained by randomisation of observations (typically bootstrap) and features. Ran-
domisation of features is obtained by selecting, for each node of the trees, K variables 
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randomly as candidates for split. Both randomisation principles serve as foundations to 
build decision trees with a minimum correlation between them, which leads to an aggre-
gated result with reduced bias and variance.

This technique is however sensitive to redundancy due to the randomisation of fea-
tures [13]. For example, cloning several times the same feature increases the probability 
of this feature of being selected in the candidates set for splitting. This issue is crucial 
in the current context where multiple feature extractions variations from multiple fine-
grained data sources are analysed simultaneously. Some studies propose to perform fea-
ture selection before applying the Random Forest classifier to keep only relevant features 
[18–25]. This approach might however lead to a sub optimal model as less information is 
provided to the modelling process. Other studies suggest to modify the Random Forest 
algorithm itself to make it less sensitive to redundancy of features. In particular, several 
studies researched alternatives for the uniform random sampling of features. Most of 
them, however, focus on the development of a weighted sampling method based on the 
bivariate correlation between the target and the feature [26–33]. Overall, the main idea 
behind these studies suggests to give more weight to features more univariately linked to 
the target but it does not handle redundancy as this might affect any feature regardless 
of its univariate link with the target. The study of [34] is an exception to this univari-
ate approach to give weights. It splits the features set into informative features and non 
informative features based on rough set theory. Then, half of features from each sub-set 
are selected at random. This approach might lead to exacerbate the issue of redundancy 
if many uninformative features are redundant. To the best of our knowledge, the study 
of Kyrillidis et al. [35] is the only study on Random Forest which introduces non uniform 
weights that are not linked to the association with the target. This study investigates two 
methods, namely norm-based sampling and statistical leverage scores sampling. While 
the first method expresses the variance of the feature, the second method uses singular 
value decomposition to define the weights. These methods give more weight to domi-
nant features but they do not directly handle redundancy as dominant features might be 
correlated as well.

Outside the investigations on weighted samplings of features, some studies propose 
to increase the performance of Random Forest by working on feature space, decision 
criteria to split the node and the aggregation scheme of the trees. Within the works on 
features space, Rotation Forest is an alternative of Random Forest which fosters a higher 
accuracy and diversity of base classifiers composing the forest [36]. It creates, for each 
base classifier, a new set of features derived from Principal Component Analyses per-
formed on a random partition of the feature space into K clusters. This technique may 
reduce the influence of redundancy in the feature space if features of the same random 
cluster are correlated. This is however not the case if correlated features fall into differ-
ent clusters. The work of [37] is a more recent approach in this line of research where the 
PCA is done on the randomly selected features. This method also aims to foster more 
diversity of the trees but does not address the redundancy issue that might arise among 
selected features.

With respect to works on decision criteria, recent research proposes to perform 
oblique decisions frontiers on the hyperplane available at the node level instead of deci-
sions orthogonal to this hyperplane [38–41]. The main idea consists of using multiple 
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features simultaneously to split the node. This is typically done by fitting models on 
selected features which might serve as decision frontiers. Some other work in this line 
of research consists of assigning imprecise probabilities to the labels when measuring 
the split performance [42, 43] or using random thresholds for the selected features to 
improve the diversity of trees in the forest [44]. This latter technique called Extremely 
Randomized Trees is a popular variation of Random Forest (3727 citations) and will be 
used in our emperical study to provide benchmark results. Lastly, some works suggest 
alternatives to conventional metrics such as Gini impurity to find the best split crite-
ria based on works in game theory [45, 46]. Overall, these three types of investigation 
on decision criteria i.e. oblique decision frontiers, increase of randomness or alterna-
tive metrics do not specifically handle the redundancy issue as they rely on the random 
selection of potentially redundant features.

A last line of works consists in investigating the aggregation scheme of the trees. The 
work of [47] proposes to discard some generated trees of the forest by using a drop out 
probability. This probability is inversely proportional to the performance of the tree: 
trees with a weak performance are more likely to be drop out. This procedure aims to 
select best trees but it does not directly tackle redundancy.

Consequently, to the best of our knowledge, our proposition of Essence Random For-
est is the first adaptation of Random Forest which is designed to minimize the influence 
of redundancy among features.

Essence Random Forest
Our proposition of ensemble classifier designed to be robust to redundancy, called 
Essence Random Forest, is based on the seminal Random Forest algorithm. The pseudo-
code to build this benchmark model is expressed in algorithm 1 (partially retrieved from 
the note of Bernstein [48]). The main function called RandomForest (line 1 to 9) per-
forms the randomization of the observations to build each tree and the collection of the 
resulting tree into the forest. The RandomizedTreeLearn function (line 10 to 18) gives 
more details on the development of each tree including in particular the randomiza-
tion of features in line 13. As discussed in the related works section, the sensitivity of 
Random Forest to redundancy is intrinsically linked to this step. By contrast, Essence 
Random Forest is designed to directly tackle redundancy among features. This ensemble 
classifier differs from the initial Random Forest by weighting the sampling of features 
based on the following 2 steps.
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First, features are grouped into clusters using a variable clustering technique. In particu-
lar, the variable clustering technique used is Varclus [49]. This technique is iterative and 
contains two phases. The first phase computes the principal component of each cluster 
based on a principal component analysis. Each feature is then assigned to the component 
with which it gets the highest squared correlation. The second phase tests if reassigning a 
feature to another cluster might increase explained variance. Compared to this algorithm, 
most alternative clustering techniques require to define the number of clusters as input 
parameter, which is undesirable in our proposition. By contrast, Varclus can also be para-
metrised by defining the maximum value of the second eigenvalue. The standard threshold 
value of 0.7 was chosen for this criteria.

Second, weighted probabilities are given to each feature for the random selection of fea-
tures using the following formula:

where Wi is the weight for feature Xi , NC is the number of clusters, Cj is the number of 
features in cluster j and Di,j is a dummy variable which takes value 1 if Xi belongs to clus-
ter j, 0 otherwise.

(1)Wi =
1

∑NC
j=1NC ∗ Cj ∗ Di,j
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The pseudo-code of Essence Random Forest is given in algorithm 21. The first differ-
ence compared to the original algorithm (i.e. building clusters and deriving probabili-
ties) is expressed in line 2 and 3, while the second modification (i.e. using probabilities 
for random selection) is defined in line 15 of the new algorithm. Using this method, the 
effect of cloned or very similar features is neutralised. To illustrate this property, con-
sider the following pedagogical example. For a data modelling context, there are only 
two features available ( X1 and X2 ) and K = 1 meaning only one feature selected at ran-
dom for each node to split. In this case, both Random Forest and Essence Random For-
est give 50% of chance for each feature of being selected. Now, X2 is duplicated 98 times 
leading to a set of 100 features. In this new case, two clusters will be created: 1 with 
1 variable and 1 with 99 variables. Next applying, formula 1, X1 will have a 50% to be 
selected and each X2 duplicate will have a 0.5051% chance to be selected which sums up 
to also 50% overall.

Let us now discuss the implications of these modifications in term of performance of 
the algorithm. As discussed by [17], the generalization error of Random Forest has the 
following upper bound:

(2)PE ≤
ρ̄
(

1− s2
)

s2

1 The source code in Python is available on Github at the following link: https:// github. com/ chris tianc olot/ Essen ceRan 
domFo rest.

https://github.com/christiancolot/EssenceRandomForest
https://github.com/christiancolot/EssenceRandomForest
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where ρ̄ is the average correlation between trees and s2 the mean performance of each 
individual tree. Consequently, the performance of Random Forest is driven by the ability 
of individual trees and by the diversity of the trees. Essence Random Forest refines both 
of these ingredients because Essence Random Forest performs the random selection at 
the level of the information and not at the level of the feature. In case of redundancy, 
Essence Random Forest fosters the possibility to still build trees with a diversity of fea-
tures in terms of information. This diversity captured in the random process of selecting 
features allows capturing more information within a single tree and increasing the het-
erogeneity of information between the trees.

Methodology
Data description and featurization

As mentioned earlier, this study has two main contributions: testing the value of multiple 
internal fine-grained data sources for churn detection within telephone companies and, 
in this context, assessing the value of an Essence Random Forest to handle redundancy. 
For this, data from an European telephone company was collected in 2017. The data 
contains information on customer socio-demographics, transactions, call data records, 
web browsing, usage of services and geographical mobility. The sample contains 631 619 
retail postpaid customers with regular phone usage. The predictive model will predict 
whether these customers are likely to leave the telephone company within the next two 
months. Five months of data are used to build the model. The first month is dedicated 
to build the communication network among customers and the bipartite graphs from 
fine-grained data that will be described next. The second and third months are allocated 
to build features including the churn behaviour of customers peers. The two last months 
are used to assess the churn behaviours of the focal customers.

From the data, 87 features are extracted. These features are categorised into five cat-
egories: base metrics, communication metrics, url metrics, service metrics and geo-spa-
tial metrics, depending on the data source. Base metrics contains socio-demographical 
information and activity variables coming from the CRM system of the telephone com-
pany. These metrics are traditionally used in churn detection models (see Table 1).

Communication metrics are retrieved from call data records (CDRs). CDRs are a 
fine-grained data source in which each communication activity (e.g. call, text message) 
between the customer and somebody else is stored. This data source can be leveraged 

Table 1 Base and communication metrics

Category Feature

Base Age

Gender

Time from enrolment

Average evolution of data volume last month compared to previous month

Average evolution of number of text messages last month compared to previous month

Average evolution of total number of minutes of outgoing calls last month compared to 
previous month

Communication 
network

Number of connections (i.e. degree)

Average churn behavior among peers weighted by communication

Total communication time spent with defecting peers
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by drawing a communication network from these communication activities. In this net-
work, customers are represented as nodes and communication intensities as weights of 
the edges. Following Ma et al. [50], two customers are connected in this network if there 
is a bidirectional communication and if there are at least 5 communications among them 
taking place during the first month of the data. These conditions are designed to only 
connect in the network customers who have regular reciprocal contacts so that they 
might be subject to peer influence. This represents the fact that two connected individu-
als might exhibit more regularly the same behaviour than two disconnected individuals. 
There are two main sources of peer influence: homophily i.e. the fact of sharing some 
similarity traits like the same level of education or income [51] and social influence [52]. 
Three metrics were retrieved from this network (see Table 1) to express this influence.

Url metrics are derived from another fine-grained data source that collects the web 
browsing of the user on a daily granularity level. In particular, this data source does not 
only contain the visit of the website but also some other raw variables: total visits, total 
visits duration, total pages viewed, aggregation level 1 of website and aggregation level 
2 of website. These aggregations levels are based on the internal classification of web-
sites of the telephone company. A basic approach in which traditional metrics are calcu-
lated for every website would lead to an extremely high dimensional sparse data which 
would not be appropriate for modelling. To featurize this data in a more convenient way, 
we rely on the works of Stankova et al. [53] and De Montjoye et al. [54]. Stankova et al. 
[53] investigated how bipartite graphs can be used for classification purposes. Visits of 
customers to websites can be formulated in bipartite graphs where customers and web-
sites represent two types of nodes. Inspired by the SW-transformation approach that 
they propose to get a scalable featurization process, we propose the following general 
formula:

where i represents the focal customer, j the level of granularity for the website dimen-
sion, k the raw metric(i.e. visit, total visits, total visits duration, total pages viewed), l the 
focus level (overall users or individual user), s a member of the website dimension (i.e. 
website or corresponding aggregation level), IMi,s,k the individual contribution of cus-
tomer i for member s concerning metric k, Ms,k the sum of all individual contributions 
of users of member s concerning metric k, MCs,k the sum of all individual contributions 
of churners of member s concerning metric k, N(i,j) the subspace including members of 
the level j visited by customer i and Dl a dummy variable where D1 = 1 and D2 = 1/Ms,k.

Compared to the formula proposed by Stankova et al. [53], our formula computes a 
probability and not a sum proportional to this probability. This change is important as, 
in their formula, deriving a probability would require to draw an univariate projection 
of the bigraph which would lead to withdraw the scalability property. Consequently, our 
formula does not tend to give higher value for customers visiting more websites. What 
is more, our formula generalises to the possibility of integrating multiple raw metrics, 
multiple aggregation levels for the website dimension and multiple perspectives that we 
explain hereafter.

(3)UrlAvgChurnj,k ,l =

∑

sεN (i,j)
IMi,s,k

Ms,k∗Dl
∗

MCs,k

Ms,k
∑

sεN (i,j)
IMi,s,k

Ms,k∗Dl
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This formula contains two main components: a weight i.e. IMi,s,k

Ms,k∗Dl
 and a proportion 

MCs,k

Ms,k
 . The weight can be expressed on the overall level or individual level depending 

on the value of l. On the overall level, the weight expresses the individual contribution 
of the user compared to the overall activity on a given website granularity level. If the 
overall activity is high, this weight tends to be lower. Following Stankova et al. [53], 
this expresses the idea that mainstream websites would be less indicative of individual 
behaviours contrary to websites with less activity which tend to give more informa-
tion on the user. This effect is moderated by the activity of the customer itselves: the 
more he or she contributes to this overall activity, the more the website is likely to 
reflect his or her individual behaviour hence an higher weight. This is not the case for 
the study of Stankova et al. [53] where every customer gets the same weight from a 
website (i.e. top node) whatever his or her individual contribution. On the individual 
level, the overall activity is even neutralised meaning that we do only take into 
account the personal behaviour of the customer: a website (or an corresponding 
aggregation level) will be considered important if his or her activity on this website is 
important in his or her global activity.

The proportion is the activity of churners for the given metric k compared to the 
activity of all users. The weighted average of this proportion across all websites (or a 
corresponding aggregation level) gives a value between 0 and 1. It can consequently be 
considered as a probability. Combining the three granularity levels of url, the four met-
rics and the two focus levels lead to 24 url metrics based on formula 3. See Table 2.

These metrics are based on the churn behaviour of peers visiting the same website. We 
also retrieved features of url source which do not directly include this behaviour. In par-
ticular, these metrics are based on the work of De Montjoye et al. [54]. Based on a quasi 
experimental design, they recorded the mobile phone activity of 69 people during 4 
months. At the same time, the participants had also to fill in a personality questionnaire 
using the five factor model [55]. Based on a literature review in personality psychol-
ogy, they defined features extracted from mobile data to predict personality traits. They 
found a 42% increase in accuracy compared to random. Four metrics were adjusted from 
this study to apply to the case of websites: entropy duration of website visits, entropy 
visits of website, number of unique websites and total visits to number of unique web-
sites ratio. The entropy measures the extent to which each individual website gets the 
same attention. For each metric, the three granularity levels were considered, leading to 
12 additional metrics. The underlying idea is that personality traits of the customer dis-
closed by url patterns might influence the customer’s churn behaviour.

Service metrics are derived from another fine-grained data source. This data source 
collects the usage of mobile services such as applications on a daily granularity level. 
These metrics are computed in exactly the same way as url metrics leading to 24 met-
rics linked to churn activity of customers with the same service usage pattern and 12 
metrics linked to personality traits of the user. The only notable differences are the 
available raw metrics which are in this case: total data volume, session count and total 
session duration. See Table 3.

Geo-spatial metrics are derived from a data source that tracks the GPS coordinates 
of the nearest cell tower when communicating by text messages or call. The same 
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Table 2 Url metrics

Feature Label

Entropy duration of website visits—level 1 Entropy duration of website visits—level 1

Entropy visits of website—level 1 Entropy visits of website—level 1

Number of unique websites—level 1 Number of unique websites—level 1

Total visits to number of unique websites ratio—level 1 Total visits to number of unique websites ratio—level 1

Entropy duration of website visits—level 2 Entropy duration of website visits—level 2

Entropy visits of website—level 2 Entropy visits of website—level 2

Number of unique websites—level 2 Number of unique websites—level 2

Total visits to number of unique websites ratio—level 2 Total visits to number of unique websites ratio—level 2

Entropy duration of website visits—level 3 Entropy duration of website visits—level 3

Entropy visits of website—level 3 Entropy visits of website—level 3

Number of unique websites—level 3 Number of unique websites—level 3

Total visits to number of unique websites ratio—level 3 Total visits to number of unique websites ratio—level 3

UrlAvgChurnlevel1,visits,overall Churn % of people visiting same url level1 weighted by 
contribution to overall visits

UrlAvgChurnlevel1,totalvisits,overall Churn % of people visiting same url level1 weighted by 
contribution to overall total visits

UrlAvgChurnlevel1,totalvisitsduration,overall Churn % of people visiting same url level1 weighted by 
contribution to overall total visits duration

UrlAvgChurnlevel1,totalpagesviewed,overall Churn % of people visiting same url level1 weighted by 
contribution to overall total pages viewed

UrlAvgChurnlevel1,visits,individual Churn % of people visiting same url level1 weighted by 
contribution to individual visits

UrlAvgChurnlevel1,totalvisits,individual Churn% of people visiting same url level1 weighted by 
contribution to individual total visits

UrlAvgChurnlevel1,totalvisitsduration,individual Churn % of people visiting same url level1 weighted by 
contribution to individual total visits duration

UrlAvgChurnlevel1,totalpagesviewed,individual Churn % of people visiting same url level1 weighted by 
contribution to individual total pages viewed

UrlAvgChurnlevel2,visits,overall Churn % of people visiting same url level2 weighted by 
contribution to overall visits

UrlAvgChulevel2,totalvisits,overall Churn % of people visiting same url level2 weighted by 
contribution to overall total visits

UrlAvgChurnlevel2,totalvisitsduration,overall Churn % of people visiting same url level2 weighted by 
contribution to overall total visits duration

UrlAvgChurnlevel2,totalpagesviewed,overall Churn % of people visiting same url level2 weighted by 
contribution to overall total pages viewed

UrlAvgChurnlevel2,visits,individual Churn % of people visiting same url level2 weighted by 
contribution to individual visits

UrlAvgChurnlevel2,totalvisits,individual Churn % of people visiting same url level2 weighted by 
contribution to individual total visits

UrlAvgChurnlevel2,totalvisitsduration,individual Churn % of people visiting same url level2 weighted by 
contribution to individual total visits duration

UrlAvgChurnlevel2,totalpagesviewed,individual Churn % of people visiting same url level2 weighted by 
contribution to individual total pages viewed

UrlAvgChurnlevel3,visits,overall Churn % of people visiting same url level3 weighted by 
contribution to overall visits

UrlAvgChurnlevel3,totalvisits,overall Churn % of people visiting same url level3 weighted by 
contribution to overall total visits

UrlAvgChurnlevel3,totalvisitsduration,overall Churn % of people visiting same url level3 weighted by 
contribution to overall total visits duration

UrlAvgChurnlevel3,totalpagesviewed,overall Churn % of people visiting same url level3 weighted by 
contribution to overall total pages viewed

UrlAvgChurnlevel3,visits,individual Churn % of people visiting same url level3 weighted by 
contribution to individual visits
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equation as 3 is applied. In particular, there is here one granularity level, one raw met-
ric (visit of a GPS coordinates) and 2 perspectives (individual or overall), leading to 2 
geo-spatial metrics. This category also includes 4 metrics linked to personality traits. 
See Table 4.

Modelling design and evaluation metrics

From the previous sub-section, we can observe that some features might be correlated 
in particular among variations of Eq.  3. This is why we investigate not only the value 
of fine-grained data sources but also how to handle the redundancy that comes with it. 
In our modelling design, we compare the results obtained with our variation of Ran-
dom Forest designed to handle redundancy called Essence Random Forest to the results 
of two methods of the same family of techniques namely Random Forest [17] and 
Extremely Randomized Trees [44]. This last method, discussed in the related works as a 
work on the refinement of the decision criteria, is a popular technique (3727 citations). 
Compared to Essence Random Forest, both techniques aim to promote more diversity 
between the trees than in the seminal Random Forest method. However, the random 
choice of the cut-off in Extremely Randomized Trees may degrade the performance of 
a single tree, while Essence Random Forest fosters a better performance of each tree by 
considering more diversity of information to choose the best feature to split a node. The 
modelling design will also compare multiple levels of number of trees in the ensemble 
model to compare to which extent each technique quickly converges to a stable perfor-
mance. Data for modelling is randomly split with stratification on the target between 
two sets.

The first set, including 30% of the data, is used to fine tune hyper parameters spe-
cific to this kind of ensemble method: max depth of the tree (from 1 to 10), minimum 
number of observations required to split a node (2, 10, 20, 30, 40, 50 and 60), minimum 
number of observations required in a final node (1, 5, 10, 20, 30) and sampling of obser-
vations (bootstrap or not). For the number of randomly selected features, the standard 
value i.e. square root of the number of features is chosen as suggested by Breiman [56]. 
As discussed above, the number of trees is also not part of this parameter tuning as we 
want to assess the influence of this parameter on the results. To find a good value for 
all tuned parameters, a ten-fold randomized parameter search was applied. Compared 
to a grid search, the randomized search does not cover all possible combinations of the 
values (700 in our setting) but randomly chooses some of them. A value of 100 combi-
nations is kept for the analysis. This randomized search is used to get good results in 
an affordable computer time (almost one month of computer time needed with this last 

Table 2 (continued)

Feature Label

UrlAvgChurnlevel3,totalvisits,individual Churn % of people visiting same url level3 weighted by 
contribution to individual total visits

UrlAvgChurnlevel3,totalvisitsduration,individual Churn % of people visiting same url level3 weighted by 
contribution to individual total visits duration

UrlAvgChurnlevel3,totalpagesviewed.individual Churn % of people visiting same url level3 weighted by 
contribution to individual total pages viewed



Page 13 of 26Colot et al. J Big Data            (2021) 8:63  

Table 3 Service metrics

Feature Label

Entropy duration of service visits—level 1 Entropy duration of service visits—level 1

Entropy visits of services—level 1 Entropy visits of services—level 1

Number of unique services—level 1 Number of unique services—level 1

Total data volume to number of unique services ratio—
level 1

Total data volume to number of unique servicesra-
tio—level 1

Entropy duration of service visits—level 2 Entropy duration of service visits—level 2

Entropy visits of services—level 2 Entropy visits of services—level 2

Number of unique services—level 2 Number of unique services—level 2

Total data volume to number of unique services ratio—
level 2

Total data volume to number of unique servicesra-
tio—level 2

entropy duration of service visits—level 3 Entropy duration of service visits—level 3

Entropy visits of services—level 3 Entropy visits of services—level 3

Number of unique services—level 3 Number of unique services—level 3

Total data volume to number of unique services ratio—
level 3

Total data volume to number of unique servicesra-
tio—level 3

ServiceAvgChurnlevel1,visits,overall Churn % of people visiting same service level1 
weighted by contribution to overall visits

ServiceAvgChurnlevel1,totaldatavolume,overall Churn % of people visiting same service level1 
weighted by contribution to overall total data 
volume

ServiceAvgChurnlevel1,sessioncount,overall Churn % of people visiting same service level1 
weighted by contribution to overall session count

ServiceAvgChurnlevel1,totalsessionduration,overall Churn % of people visiting same service level1 
weighted by contribution to overall total session 
duration

ServiceAvgChurnlevel1,visits,individual Churn % of people visiting same service level1 
weighted by contribution to individual visits

ServiceAvgChurnlevel1,totaldatavolume,individual Churn % of people visiting same service level1 
weighted by contribution to individual total data 
volume

ServiceAvgChurnlevel1,sessioncount,individual Churn % of people visiting same service level1 
weighted by contribution to individual session count

ServiceAvgChurnlevel1,totalsessionduration,individual Churn % of people visiting same service level1 
weighted by contribution to individual total session 
duration

ServiceAvgChurnlevel2,visits,overall Churn % of people visiting same service level2 
weighted by contribution to overall visits

ServiceAvgChurnlevel2,totaldatavolume,overall Churn % of people visiting same service level2 
weighted by contribution to overall total data 
volume

ServiceAvgChurnlevel2,sessioncount,overall Churn % of people visiting same service level2 
weighted by contribution to overall session count

ServiceAvgChurnlevel2,totalsessionduration,overall Churn % of people visiting same service level2 
weighted by contribution to overall total session 
duration

ServiceAvgChurnlevel2,visits,individual Churn % of people visiting same service level2 
weighted by contribution to individual visits

ServiceAvgChurnlevel2,totaldatavolume,individual Churn % of people visiting same service level2 
weighted by contribution to individual total data 
volume

ServiceAvgChurnlevel2,sessioncount,individual Churn % of people visiting same service level2 
weighted by contribution to individual session count

ServiceAvgChurnlevel2,totalsessionduration,individual Churn % of people visiting same service level2 
weighted by contribution to individual total session 
duration

ServiceAvgChurnlevel3,visits,overall Churn % of people visiting same service level3 
weighted by contribution to overall visits
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setting instead of 7 months on a I7-7800X CPU @ 3.5 GHZ including 6 cores, 12 logical 
cores and 64 GB Ram). The best combination identified is the one with the best average 
performance on our main performance metric i.e. area under the roc curve (AUC) that 
we will describe below.

The second set, including 70% of the data, is used to evaluate the performance of the 
model. A 10-fold cross-validation process is performed with the parameters values iden-
tified with the first step. The average AUC on the 10 test set is then computed. The AUC 
is a metric which does not require choosing a specific threshold. It can be interpreted 
as the probability that the model identifies the right churner among two randomly cho-
sen customers, one of the two being selected in the churner set. To assess the statistical 
significance of the AUC difference between two models, the Delong test is used [57]. 
Finally, to further interpret the contribution of each feature to a specific model, variable 
importance metrics are computed [17].

Results
Table  5 reports AUC results for Random Forest (RF), Extremely Randomized Trees 
(ERT) and Essence Random Forest (ERF) for different levels of number of trees and dif-
ferent models. Six models are considered, from a benchmark model including only base 

Table 3 (continued)

Feature Label

ServiceAvgChurnlevel3,totaldatavolume,overall Churn % of people visiting same service level3 
weighted by contribution to overall total data 
volume

ServiceAvgChurnlevel3,sessioncount,overall Churn % of people visiting same service level3 
weighted by contribution to overall session count

ServiceAvgChurnlevel3,totalsessionduration,overall Churn % of people visiting same service level3 
weighted by contribution to overall total session 
duration

ServiceAvgChurnlevel3,visits,individual Churn % of people visiting same service level3 
weighted by contribution to individual visits

ServiceAvgChurnlevel3,totaldatavolume,individual Churn % of people visiting same service level3 
weighted by contribution to individual total data 
volume

ServiceAvgChurnlevel3,sessioncount,individual Churn % of people visiting same service level3 
weighted by contribution to individual session count

ServiceAvgChurnlevel3,totalsessionduration,individual Churn % of people visiting same service level3 
weighted by contribution to individual total session 
duration

Table 4 Geo-spatial metrics

Feature

Average daily radius of gyration Average daily distance traveled

Entropy of places visited: large values indicate regular visits to many places

GeoAvgChurnlevel1,totalvisits,overall : churn % of people visiting same areas weighted by own contribution to 
overall visits

GeoAvgChurnlevel1,totalvisits,individual : churn % of people visiting same areas weighted by number of own visits

Number of places visited
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metrics to a full model model including all metrics. Intermediate models include base 
metric along with one of the 4 fine-grained data sources to investigate this specific data 
source. The comparison between the results of both benchmark methods namely RF and 
ERT highlights that RF outperforms ERT for every model based on the same metrics. 
Consequently, for the discussion of the results below, RF will represent the best bench-
mark performance. These results are discussed separately according to the contribution.

The added value of multiple fine‑grained data sources

The following subsection investigates the added value of multiple fine-grained data 
sources with the current state of the art i.e. Random Forest. In this context, models with 
the largest number of trees (i.e. 500 trees) are discussed. Now, let’s investigate RQ1, 
namely the potential to substitute a communication network for churn detection. Using 
socio-demographical variables and activity variables, the base model reaches an AUC 
performance of 61.29%. When comparing the additional contribution of features derived 
from fine-grained data sources in the model, remarkably, the individual incremental 
value of geo-spatial data (1.00%) largely outperforms the individual contribution of other 
sources including communication network (0.46%). See Fig. 1.

Concerning RQ2, i.e. the potential to complement the communication network, the 
full model including all metric categories reaches 62.56% which is 1.27% better than 
the base model. Consequently, the fine-grained data sources are not fully redundant as 
their combined performance is higher than any individual ones. This result supports the 
opportunity to improve churn detection beyond the use of a communication network by 
means of these additional fine-grained data.

The added value of Essence Random Forest

To better handle the redundancy among features, we propose an adaptation of Random 
Forest namely Essence Random Forest. Figure  2 compares for these two techniques the 
incremental AUC among fine-grained data sources. For each types of model, ERF delivers 
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Fig. 1 Incremental AUC value by fine-grained data source for RF (500 trees)
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Fig. 2 Incremental AUC value by fine-grained data source: RF VS ERF (500 trees)

a better result or almost the same result for a number of 500 trees. This result answers RQ3 
by showing a better classification performance of ERF. This is particularly the case for url, 
service and the full model while this is less the case for the communication and geo-spatial 
models. Remarkably, models which benefit the most are the ones which are more likely to 
contain redundancy by featurization design (as discussed in "Methodology" section). Con-
sistently, the full model which contains all variables is the one which benefit the most from 
ERF.

What is more, considering multiple levels of trees, the rate of convergence is faster for 
EFR. This answers to RQ4. In particular, with 10 trees, RF is 1.36% lower than its best result 
obtained with 500 trees, while ERF is 0.56% lower than the same corresponding results. 
The comparison between both methods is visually displayed in Fig. 3 for base and full mod-
els. While Random Forest and Essence Random Forest equally perform for conventional 
data, Essence Random Forest outperforms Random Forest when adding fine-grained data 
not only in classification performance but also in convergence rate. Notably , the best result 
obtained for RF (corresponding to a number of 200 trees) is only 0.22% better than the 
result of ERF with 10 trees.

The comparison of Random Forest and Essence Random Forest in terms of variable 

importance

In order to further investigate the performance difference between RF and ERF, we ana-
lyse the variable importance of the underlying models. Figure  4 displays the Random 
Forest variable importance of the corresponding full model. The most prominent feature 
i.e. time from enrolment is a base variable but globally, fine-grained data sources features 
contribute more to this model. This is shown in Fig. 5 where fine-grained data metrics 
contribute for 76.34% of the model. Among these metrics, service and url metrics con-
tribute the most to this model while communication and geo-spatial metrics contribute 
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less. Note that these reported aggregated importances correlate to some extent to the 
number of features derived from the fine-grained data source.

When comparing this result with the Essence Random Forest variable importance of 
the full model (see Fig. 6), the most important feature remains the same i.e. ’Time from 
enrolment’. What is however striking is the fact that this feature gets an importance of 
24.08%, while it is only 11.09% with RF. Figure 7 displays the same variable importance 
by metric categories for ERF. The overall importance for base metrics and geo metrics 
are much higher with ERF than with RF, respectively + 13.94% and + 5.79%. In con-
trast, this importance is lower for url and service metrics. As discussed above, url met-
rics and service metrics are more likely to contain redundancy by design than base and 
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Fig. 4 Random Forest full model (500 trees): variable importance
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geo metrics. Consequently, this result suggests that Essence Random Forest better han-
dles redundancy than the original algorithm namely Random Forest. While RF is over-
whelmed by the variations of features derived from fine-grained data, ERF rescales the 
individual weight of each feature to take into account to which extent the information it 
contains is unique or shared with correlated features.

Discussion
These results confirm the value of alternative internal fine-grained data i.e. websurfing, 
use of applications and geospatial mobility for churn detection within telephone compa-
nies. On the one hand, these data might substitute the widely used communication net-
work. In particular, geo-spatial data is the source leading to the best incremental value. 
Looking deeper into variable importance, the most contributing features of this category 
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Fig. 6 Essence Random Forest full model (500 trees): variable importance
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are derived from personality proxies such as the number of visited places. The mobility 
pattern of the customer is consequently indicative of his/her likelihood of churning. In 
the current context where classical communications operated by telephone companies 
are more and more in competition with digital communications operated by actors such 
as Messenger or Whats’app [8–10], finding alternatives to a communication network 
likely to disappear might be a critical issue for telephone companies on the long run to 
keep identifying churn. Our previous work [11] showed that a referral network might 
constitute a good alternative to this network. This network however requires to build up 
and manage a referral program, which might be expensive. The current study shows that 
telephone companies might instead substitute the communication network by leverag-
ing alternative fine-grained data already collected in their daily activities.

On the other hand, investigating the value of these internal fine-grained data on top 
of a communication network leads to slightly higher incremental value for churn detec-
tion. This is a remarkable result as to the best of our knowledge no other study found a 
complementarity between any fine-grained data and a communication network. In par-
ticular, our previous work investigating the value of two context independent networks 
namely spatial network and referral network [11] found no opportunity to complement a 
communication network by means of these two networks. This issue is particularly sali-
ent as churn detection for telephone companies is critical to survive in saturated mar-
kets and in very competitive environments. The cost of retaining a customer is typically 
assessed to be 5 times less expensive than attracting a new customer [58]. In this con-
text, with a large customer base, even a slightly better identification of likely churners 
might lead to substantial benefits. This is even more the case that a better identification 
not only allows to identify more likely churners but it also reduces the number of (false 
positive) non-churners benefiting from the incentives provided by retention campaigns.

Whatever the perspective investigated, the value of these fine-grained data is larger 
by using our adaptation of the Random Forest method namely Essence Random For-
est. This new method is designed to better handle the redundancy within the data. For 
fine-grained data, there is usually no standard way to featurise the information that it 
contains. This leads to multiple feature extraction variations which might be redundant. 
Our empirical results suggest that this is effectively the case.

In particular, ERF exhibits an higher classification performance. Looking further to the 
importance of features to build the model, we find that ERF gives more weight to data 
sources less represented in terms of number of extracted features. More concretely, fea-
tures coming from tabular data such as socio-demographical information might be over-
whelmed by a larger set of features coming from fine-grained data with Random Forest. 
From a managerial perspective, the use of ERF algorithm would consequently allow to 
better leverage these fine-grained data either from a substitution perspective or a com-
plementarity perspective discussed above.

What is more, ERF faster converges to a stable result. This might also lead to supple-
mentary monetary benefits on a IT infrastructure where the cost heavily depends on the 
use. In cloud solutions for example, the cost of computation is typically more expensive 
than the cost of storage. Based on our results, using ERF with 10 trees leads to the same 
classification performance of RF with 50 trees. In this scenario, the cost of computation 
is consequently 80% less expensive.
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From a theoretical perspective, the classification performance of Random Forest is 
driven by the performance of individual trees and the diversity of trees [17]. Notably, 
Extremely Randomized Trees fosters a lower correlation between trees by giving ran-
dom thresholds to features but it might lead to a lower classification performance of 
individual trees. By its mechanism of giving more weight to information less represented 
in the feature set, Essence Random Forest works on both sources of classification perfor-
mance to improve Random Forest in the presence of redundancy.

Conclusion
The exponential growth of fine-grained data leads to major promises in the domain of 
marketing analytics as long as new methods are developed to leverage it [2]. In particu-
lar, the appropriate use of fine-grained data for churn detection within telephone com-
panies receives a special interest as this line of research has received few attention from 
the literature so far, beyond the use of a communication network [7]. To the best of our 
knowledge, only the work of [11] highlights the value of an alternative network namely a 
referral network. This network however requires to build up and manage a referral pro-
gram which might be expensive.

In the present study, we investigate the value of alternative fine-grained data for churn 
detection which are already collected by telephone companies in their daily operations. 
This value is assessed from two perspectives: from a substitution perspective on the long 
term and from a complementarity perspective on the short term. Furthermore, we also 
investigate how to handle it.

The featurization process of fine-grained data is more likely to deliver multiple varia-
tions of the same information leading to more correlated features which might prevent 
current methods to optimally handle it. Therefore, we propose a new version of the sem-
inal Random Forest method called Essence Random Forest. This method is designed to 
be more robust in the presence of redundant information. In particular, we investigate 
if this variation offers a better classification performance and a better convergence to 
stable results.

To assess these two contributions, data from an European telephone company is ana-
lysed in a churn detection modelling context. In particular, we propose multiple feature 
extractions ariations of raw communication, mobility, url and service data. Our results 
show that metrics derived from geo-spatial mobility outperform metrics from the well-
known communication network. Consequently, geo-spatial metrics might become a 
good alternative to communication network metrics as classical communication might 
disappear in the future in favour of digital communications [8–10]. Furthermore, the 
Random Forest full model slightly gets an higher performance than any individual model 
with one category of features which indicates that information contained in these data 
are not fully redundant. To the best of our knowledge, this article is the first to highlight 
the value of alternative networks on top of a well-known communication network for 
churn detection. For managers of telephone companies, this insight is of utter impor-
tance to tackle churn behaviour in a saturated market.

These two sources of value for churn prediction i.e. substitution perspective and com-
plementarity perspective are better leveraged with Essence Random Forest. Indeed, 
while Random Forest and Essence Random Forest equally perform on conventional data, 
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we find that Essence Random Forest offers a better classification performance when 
using these fine-grained data. In addition, Essence Random Forest also converges faster 
to a stable result. These better results may be explained by the fact that Essence Random 
Forest rescales the probability of each feature of being selected to split a node depending 
on the uniqueness of the embedded information it contains. These two advantages i.e. 
classification and convergence might both contribute to supplementary monetary ben-
efits. First, the benefits of the substitution perspective and complementarity perspective 
discussed above are enhanced to an even higher level. Second, in a IT environment with 
a substantial usage cost, ERF already provides a close to state of the art classification per-
formance at a fraction of the current cost. From a theoretical perspective, ERF, by giving 
more weights to information less represented in the feature set, fosters a better classifi-
cation performance and an higher diversity of trees. These two effects combined affects 
positively the performance of the resulting model.

In terms of limitations, the empirical results are based on the data from one tel-
ephone company. In order to ensure the generalisation capability of the results to 
other telephone companies, it would be interesting to analyse also the data of other 
telephone companies. From a practical point of view, this would be however a tricky 
task for two main reasons. First, accessing data of a telephone company is subject 
to thorough discussions with telephone companies. Second, mobile data generates a 
high volume of data, their treatment requires an appropriate infrastructure which is 
already demanding with the data of one telephone company. For instance, roughly 
20 Terabytes of raw data were analysed for this study. This is why empirical stud-
ies related to mobile data typically focus on the data of a single telephone company. 
However, we believe that the generalisation capability of the results is supported by 
the fact that telephone companies typically collect the same type of data.

Future studies might investigate the value of Essence Random Forest in other data 
modelling contexts such as new fine-grained data or other application domains to fur-
ther support its relevance to handle redundant data. In particular, genomic data anal-
ysis seems a promising field of investigation [59]. Indeed, Random Forest is a state of 
the art technique in this specific context. Furthermore, genomic data is characterized 
by a large number of features which largely exceeds the number of observations lead-
ing to an high level of redundancy.

More generally, this study introduces a new key idea behind Essence Random For-
est to reduce redundancy. It points to the fact that simple random selection of fea-
tures favours information supported by redundant features. This issue will become 
more and more pressing in the current context of a ever growing redundancy among 
features due to the explosion of unstructured data. This idea could be useful to also 
improve other machine learning techniques as well. For example, the dropout mecha-
nism used for deep learning might deserve some attention in this context as it con-
sists of randomly dropping nodes in the deep neural network [60]. Consequently, 
assigning a different probability of dropout according to the uniqueness of the infor-
mation given by the node might lead to improve the results of this mechanism.
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