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Introduction
With its more than 20 million citizens Mexico City is considered one of the largest cit-
ies in the world in terms of population and density. This city is divided in 16 boroughs 
which enjoy a certain degree of political autonomy from the city administration. These 
boroughs are listed as follows: Álvaro Obregón, Azcapotzalco, Benito Juárez, Coy-
oacán, Cuajimalpa, Cuauhtémoc, Gustavo A. Madero, Iztacalco, Iztapalapa, Magdalena 
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Contreras, Miguel Hidalgo, Milpa Alta, Tláhuac, Tlalpan, Venustiano Carranza, and 
Xochimilco. Similarly, these boroughs are further segmented into hundreds of neigh-
borhoods. Having in consideration the size of this metropolitan area, it can be said that 
crime in Mexico City is very hard to measure. Police reports generally understate crime 
substantially and it can be extremely misleading. Therefore, recorded crime statistics 
need to be treated with great caution [1, 2]. However, police reports are usually the only 
available approach to gauge local crime.

It is important to note that this situation is derived from a high rate of criminal acts 
such as robberies, card frauds, homicides and various street crimes. Thus, Mexico City 
is continuously experiencing specific conditions that collectively degrade the security 
environment in certain areas. According to the Procuraduria General de Justicia de la 
CDMX [3] and the Secretaría de Seguridad Pública de la CDMX which is charged with 
maintaining public order and safety in Mexico City [4], the following city boroughs rou-
tinely show the highest number of crimes reported since 2014: Iztapalapa, Cuauhtémoc, 
Gustavo A. Madero, Benito Juárez, Coyoacan, and Tlalpan.

The Mexico City Police Department recorded 132,692 offenses from January 2013 to 
September 2016; these reports suggest that the police is dealing with a growing volume 
of crime. This research is intended to provide information on short-term trends along-
side additional online data on the characteristics of victims and nature of crime.

Questions have been raised about the actual or estimated reports related to crime. The 
actual crime rate is thought to be much higher due to the fact that most people are reluc-
tant to report a crime (only one out of 100 reported crimes actually goes to sentencing). 
It should be noted that nine out of ten crimes remain unreported in Mexico City, this 
is due to a lack of trust from citizens to the authorities. Thus, public-opinion polls have 
showed that the security problem remains the central concern of most citizens [5, 6]. In 
this regard, the main challenge faced by many researchers is the difficulty to get reliable 
crime data.

There is an urgent need to address the safety problems caused by crime. However, the 
lack of trust in authorities and insufficiency of data has been a controversial issue for 
many years. To date, apart from official crime reports there has been no reliable evi-
dence that indicates that crime is decreasing. Therefore, despite the effort of the govern-
ment of Mexico City in terms of crime prevention strategies, there still remains a paucity 
of information that permits to identify a solid measure of all crime.

Few studies have investigated crime concentration in any systematic way [7–10]. So 
far, however, there has been little discussion about the specific situation in Mexico City. 
Previously published studies on the subject has been mostly restricted to activities con-
cerning illegal drugs and gang-related violence [11, 12]. In this sense, to the best of our 
knowledge, there has been hardly anything crime density analysis in Mexico City.

In recent years, there has been an increasing interest in online social media monitor-
ing and Big Data analytics. Social media platforms are being used to gather information 
and in some cases, to examine crime prediction [13–15]. However, much of the research 
up to now has only focused on cities from USA such as Chicago, Arizona, San Francisco 
and New York [16–19].

Moreover, Google Trends has already drawn attention in many real-world phenom-
ena e.g., epidemiology, economy, political science and crime prediction. In [20] Google 
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Trends Data was used to predict methamphetamine-related crime in Switzerland, Ger-
many, and Austria. Similarly, a number of studies have begun to examine the combined 
use of Twitter and Google Trends for decisions making [21]. Nevertheless, despite the 
importance of Mexico City in terms of crime and antisocial behavior, this high crime 
rated city has not been investigated properly from the social media and Big Data 
perspective.

In this regard, there has been no relevant evidence that provides a good measure of 
short-term trends for a selected range of crimes experienced by individuals, including 
those not reported to the police. Official reports are still the only source to assess the 
impact of criminal behavior among local residents. The importance and originality of 
this case of study is that it explores and compares crime reports using a Big Data and 
social media approach. This approach is based on statistical methods and big data col-
lection techniques to enhance our crime perception in Mexico City through data analy-
sis and predicting models.

The rest of the paper is structured as follows: "Case description" section will provide 
a suitable overview of official crime data in Mexico City. The "Data and methods" sec-
tion will describe how was the data collected for this manuscript. Preliminary results 
will be given in a systematic and detailed way in "Results and discussion" section. Finally, 
a summary explaining the significance of the findings will be highlighted in "Conclu-
sions" section.

Case description
Crime by its nature is inherently difficult to measure it, and there is none reliable meth-
odology able to capture a complete picture of this social problem [22]. However, official 
reports provide the best possible way to explore and study this type of social issue. The 
Mexico City Police Department released the approximate locations of 13 crime catego-
ries: (1) Robbery passerby, (2) Theft of motor vehicle, (3) Robbery of business property, 
(4) Card fraud, (5) Homicide, (6) Domestic burglary, (7) Robbery on public transporta-
tion, (8) Rape, (9) Firearm injuries, (10) Robbery in subway, (11) Robbery on taxi, (12) 
Robbery to carrier, and (13) Robbery to deliver person. This dataset can be freely down-
loaded from [23].

Preliminary analysis of this data shows the most common crime per borough (local 
crime patterns). This information can be gridded to produce choropleth maps showing 
the approximate locations in terms of latitude and longitude where a crime was reported 
as is shown in Figs. 1, 2. These maps provide the number of crimes, a single-hue progres-
sion fade was used in this map where the darkest hue represents the greatest number in 
the data set and the lightest shade represents the least number.

Similarly, Fig. 3 presents a heatmap with the relative intensity of crime occurrence 
i.e., crimes with a highest frequency in their value relative to the others will be given a 
“hot” color (high level), while those crimes that are lower in their value relative to the 
others will be given a “cold” color (low level). From figures described previously, it can 
be seen that the inner part of the city shows a high level of crime, while further out 
in the suburbs the level of crime slightly decreases. Note that this is a map that does 
not distinguish between high-crime and low-crime areas. However, it is important to 
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Fig. 1  Number of crimes per borough in Mexico City

Fig. 2  Number of crimes per segmented neighborhoods in Mexico City
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note that some areas that apparently appear in a very low level crime region might be 
due to the lack of meaningful data.

Data and methods
Data sources for this study were as follows: official crime reports, Twitter and Google 
Trends. A more detailed account of data collection for each source is given in the fol-
lowing sections.

Official crime data

The Mexico City Police Department recorded 132,692 offenses from January 2013 to 
September 2016. This information related to crime reports was made accessible to the 
public and shared via [23]. However, the access to this information was suspended in 
2016 due to the refusal of the Mexico City Police Department (SSP-CDMX) to provide 
updated crime reports. It was after the Mexico City elections in 2018 and the open 
data initiative proposed recently by the Mexico City government that it was possible 
to gain access to crime reports committed in Mexico City from 2016 to 2019. How-
ever, during this time window it is unclear which new criteria were used to arrange 
and classify crime reports in comparison to those collected from 2013 to 2016; for 
this reason, this manuscript cannot provide a comprehensive review of recent years.

Fig. 3  Heatmap showing the relative intensity of crime frequency
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Twitter data

Social media plays an important role in addressing the issue of sharing day to day events. 
In recent years, there has been an increasing interest in analysing human behavior [24, 
25]. In this regard, we have collected publicly available tweets from September 2016 
to April 2017 (time window) via the Twitter streaming API [26] which uses the push 
strategy for data retrieval. Once a request for information is made, the streaming API 
provides a continuous stream of updates with no further input from the user. Due to 
the Twitter streaming API time limitations in terms of historical data, this manuscript 
cannot provide a comprehensive review of the same time frame set by the Mexico City 
Police Department.

Given the nature of this case study, it is worth briefly discuss the ethical, legal, and 
social implications of using Twitter data to conduct research. Tweets that were collected 
through the public Twitter API are subject to the Twitter terms and conditions [27] and 
to the developer agreement and policy too [28]. The privacy policy used by Twitter indi-
cates that users consent to the collection, transfer, manipulation, storage and disclosure 
of data that are public. Thus, this research inspected only those tweets that were public 
(i.e., no privacy settings were selected by the user) [29]. In order to comply with Twit-
ter terms of service, data cannot be publicly shared. Interested future researchers may 
reproduce the experiments by following the procedure described in the following part 
of this manuscript. Non-anonymized data sets may be available upon request from the 
corresponding author.

By using a customized query string to filter tweets, we have gathered specific tweets 
that contain at least one of the following keywords in Spanish language: “inseguridad” 
(unsafe), “violencia” (violence), “robo” (robbery or burglary), “arma” (firearm), “viol-
ación” (rape and sexual assault), “asesinato” (murder), “crimen” (crime), “robo de auto 
partes” (auto parts theft) and “víctima” (victim). The process to retrieve data from Twit-
ter was based on a “social explorer” aimed to collect and store filtered tweets in real-time 
[30].

Our sample consisted of 26,428 tweets that emerged during the observed time win-
dow. This data contains information such as: user ID, the screen name or alias, number 
of followers, date, the tweet itself, device used to post the tweet (source), the user-
defined location, coordinates, age and gender.

It is important to note that approximately 1% of all tweets published on Twitter are 
geolocated. This is a very small portion of the tweets, and it is often necessary to use the 
profile information to determine the tweet’s location [31]. However, most of the time 
the user profile information is not accurate and needs to be confirmed with a different 
method e.g., Internet Protocol address (IP address).

Similarly, even though Twitter data use the Global Positioning System (GPS) for 
generating geographical information with a relatively high resolution; with the worst-
case accuracy of 7.8 m with 95% confidence, the precision of the data can be affected 
by atmospheric effects, receiver quality, sky blockage, and noise caused by weather 
or device factors. Therefore, two tweets sent from the same exact location could be 
reported as slightly different locations [32].

A process of data cleansing was carried out with the aim to detect, filter and remove 
corrupt or inaccurate records. We use a free and open source tool for working with 
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messy and massive data [33]. Thus, it was possible to remove obvious errors e.g., nulled 
fields, empty sets and incomplete data. In addition, we discarded off-topic tweets in a 
semi-automated way by filtering only those tweets that were repeatedly posted [34]. 
Consequently, our corpus was reduced to 2572 (9.73% from the total of tweets) gener-
ated by 1494 users. The small size of the dataset meant that it was not possible to find 
more tweets related to crime in Mexico City. Due to this fact, it was necessary to suggest 
another source of data such as Google Trends.

Google Trends data

In the emerging digital society, search engines have become a significant tool for acquir-
ing the latest relevant news about a target term. Google search engine is essential for 
a wide range of online searching tasks [35]. In particular, Google Trends is a free and 
accessible online portal that analyzes a portion of billions of daily Google searches, gen-
erating data on geographical and temporal patterns according to specified keywords 
[36]. Google Trends is the search volume for a given query relative to the total number 
of searches on Google on a scale of 0 to 100.

In order to investigate whether Google Trends can help to predict crime reports in 
Mexico city, we carried out a web search on this platform. The time limit of the Google 
Trends search matched exactly the time frame of official crime reports (from January 
2013 to September 2016). Google Trends data provide much longer time series with 
easy geographical location. These two aspects were critical for our statistical analysis. 
The web search was based on a set of Spanish keywords as follows: “denunciar” (crime 
reporting), “denuncia” (crime report), “homicidio” (homicide), “lesiones” (injury), “robo” 
(theft), “asalto” (assault), “violación” (rape), “asesinato” (murder). It can be seen from this 
set of words that there is a high similarity between Twitter keywords and Google Trends 
keywords.

Results and discussion
Official crime reports

In order to understand how a selected range of crimes is experienced by residents in 
Mexico City a series of measurements were performed. First, a statistical analysis was 
used to compare between categories. Figure 4a depicts a comparison among the 13 cat-
egories defined by the Mexico City Police Department. In this case, theft of motor vehi-
cle showed the highest frequency, around 53,411 reports followed by robbery passerby 
and robbery of business property with 34,524 and 13,398 reports respectively. A more 
detailed descriptive analysis is provided in Fig. 4b. These box plots indicate the degree of 
dispersion (spread) and skewness in official data.

Additionally, we plot the following time series graph provided in Fig. 5a. It can be seen 
from the graph that official data exhibit a linear downward trend in terms of theft of 
motor vehicle, robbery passerby and robbery of business property; the rest of the crime 
reports show no patterns or cycles over the same time period (from January 2013 to Sep-
tember 2016). A density plot that visualizes the distribution of the official data over the 
previously mentioned interval is presented in Fig. 5b. This chart shows smoother distri-
butions. It is important to remark that the peaks of this plot display where the values are 
concentrated over the interval.
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In order to compare the difference between crime reports from 2013 to 2016, four 
heat maps were generated where temporal data can be visualized in Figs. 6, 7, 8 and 
9. These heat maps show the data value for each row and column standardized, so 
they all fit in the same range. Any pattern in the heat maps indicates a monthly asso-
ciation with the 13 crime categories. It can be seen that crime categories are con-
verted into blue-green scale colors where the lowest value in the heat map is set to 
white, the highest value to a dark blue and mid-range values to light green with a 
corresponding transition (or gradient) between these extremes.

Fig. 4  Statistical analysis comparing among 13 categories of crime reports

Fig. 5  Time series and density plot of crime reports in Mexico City
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Fig. 6  Heat map analysis of crime reports in Mexico City: 2013

Fig. 7  Heat map analysis of crime reports in Mexico City: 2014



Page 10 of 21Piña‑García and Ramírez‑Ramírez ﻿J Big Data            (2019) 6:65 

Fig. 8  Heat map analysis of crime reports in Mexico City: 2015

Fig. 9  Heat map analysis of crime reports in Mexico City: 2016
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Twitter

Our sample of tweets was manually classified according to the official crime categories, 
this task was carried out empirically through visual inspection. Figure  10 presents a 
heatmap with the relative intensity of tweet occurrence, where a “hot” color indicates 
a high activity of tweets, and a “cold” color indicates a low activity of tweets. From this 
visual it can be observed that hot spots seem to be slightly consistent with the reported 
crime rates in Fig. 1.

We now present those accounts that reported significantly more activity according to 
our list of keywords. Nearly 20% of the tweets were generated through the Mexico City 
Police Department accounts: @SSP_CDMX and @PGJDF_CDMX. Interestingly, most 
users mentioned those two accounts in their tweet, as an unofficial complaint. These two 
accounts generally promote actions to prevent and reduce crime or criminal offenses. 
The rest of the accounts are associated to the news media and average Twitter users.

As described previously, we manually classified tweets into the official crime catego-
ries. Figure 11 provides an overview among the crime occurrence, the degree of disper-
sion and skewness. From the chart, it can be seen that robbery passerby has the highest 
number with around 1022 tweets followed by theft of motor vehicle and robbery of busi-
ness property with 351 and 329 tweets respectively. It should be highlighted that these 
three categories are closely related to the top three crimes found in the official data.

Additionally, we plot time series graph and a density plot with the aim to illustrate 
crime activity posted on Twitter from September 2016 to April 2017. As shown in 
Fig. 12a, there are two categories that show the highest peaks: robbery passerby and theft 
of motor vehicle. In addition, this graph shows that the number of robberies of business 
property reached a peak during January 2017, this peak corresponds to the riots caused 

Fig. 10  Heatmap showing hot spots in terms of tweets
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by the rising of fuel prices in Mexico. A density plot that visualizes a smoother distribu-
tion of the Twitter data is depicted in Fig. 12b.

The relative relationship between daily official crime reports and the proportion of 
collected tweets can be examined by the Pearson correlation coefficient. These values 
are depicted in Fig. 13. It can be seen from this array, that there is a moderate correla-
tion between official data (y-axis) and our collected tweets (x-axis). The size of the boxes 
indicate their proximity to one (in absolute value) and the color shows the sign of the 
correlation coefficient blue for positive, red for negative. The degree of intensity of rela-
tionship in this case implies that a keyword in Twitter cannot fully describe or estimate 
any official crime report.

Fig. 11  Crime reports posted on Twitter

Fig. 12  Time series and density plot on Twitter
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Google Trends

Generally speaking, this section introduces Google Trends as informative predic-
tors and proposes an online big-data-driven forecasting model for crime reports in 
Mexico City, then it investigates whether Google Trends can help to predict from an 
online big data perspective. Turning now to the experimental evidence on Google 
Trends, a Pearson correlation matrix in Fig. 14 was performed to determine the rela-
tionship between crime categories (y-axis) and Google Trends keywords (x-axis). The 
size of the boxes indicates its proximity to one (in absolute value) and the color shows 
the sign of the correlation coefficient blue for positive, red for negative. The degree of 
intensity of relationship in this case implies a limited correlation.

Due to the fact that ARIMA models are flexible and widely used in time series 
analysis, this method is suitable for time series of medium to long length [37]. There-
fore, we applied an Autoregressive Integrated Moving Average model (ARIMA) on a 
weekly granularity to forecast crime in Mexico City. This model estimates the total 
number of crime reports from a day of the week to the corresponding one in the fol-
lowing week based on its previous observations. This model is explained as follows:

Let Y1, . . . ,Ym be the weekly official data series of a specific crime, and let X t = 
Xt,1, . . . ,Xt,r be the number of Google Trends series for keywords or terms i = 1, . . . , r . 
The considered autoregressive model for week t is
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where β is a vector of regression coefficients, vt ∼ WN(0, σ 2) ; Y ∗
t = (1− B)dYt , 

p, d, q ∈ Z
+ , t = 1, . . . ,m ; φ(�) = 1− φ1�− . . .− φp�

p ; ψ(�) = 1+ ψ1�+ . . .+ ψq�
q , 

and φ(�),ψ(�)  = 0 , ∀|�| ≤ 1.
The selection of p, d and q in this ARIMA model with covariates (also known as 

ARIMAX) was based on Akaike information criterion corrected for small sample 
sizes (AIC) and the remaining coefficients were estimated with least squares. The 
model selection and fit was carried out for each crime type and each week t, produc-
ing an adaptive procedure that is able to capture changes on the time series and its 
relations to the external variables X t . Therefore, model (1) is able to forecast the total 
number of reported crimes in the following week based on its previous weekly aggre-
gated observations and Google Trends series.

(1)Y ∗
t = X ′

t−1β +

p∑

i=1

φiY
∗
t−i +

q∑

j=1

ψjvt−j + vt ,
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Due to the fact that Google Trends series are highly associated with model (1), we 
have selected three specific series via the official crime data and the LASSO method. 
This method minimizes the residual sum of squares [38]. The Google Trends series 
selected correspond to “denuncia” (crime report),“robo” (theft) and “asesinato” 
(murder).

We fit adaptive models to obtain 1-week ahead predictions for all 13 official crime cat-
egories from week 11 to 196. Which means that, for a given week t ∈ {11, . . . 196} we fit 
the parameters p, d, q in model (1), with covariates X t−1,1,X t−1,2,X t−1,3 corresponding 
to the series, up to time t − 1 , for “denuncia”, “robo” and “asesinato”, respectively. Then 
resulting p, d, q parameters, for all 2418 fitted models are summarized in Table 1, where 
it can be observed that 59.59% of all models do not show an autoregressive term and 
51.08% of them present a moving average component of at least order 1. 

Figure  15 Part 1: Homicide, Firearm injuries, Robbery in subway and Robbery on 
public transportation; Fig. 16 Part 2: Robbery on taxi, Domestic burglary, Card fraud 
and Robbery of business property; and Fig. 17 Part 3: Robbery to deliver person, Rob-
bery passerby, Robbery to carrier, Theft of motor vehicle and Rape; depict the official 
crime data series with their corresponding 1 week forecasting for weeks 11 to 196. 
The black lines describe the official crime reports series, the red dots depict the 1 
week point predictions and the shaded bands show the 95% predictive intervals. In 
general terms, these series are non-stationary and some unexpected changes are vis-
ible. In spite of this fluctuation, our adaptive fitted model is able to capture this type 
of trends and shifts in the series.

To assess the predictive power and sharpness of the obtained predictions, we get 
a measure of their length and the percentage of times that real observations fall 
within 80% and 95% predictive intervals. The improvement of the model calibration 
was evaluated through the comparison between the percentage of falls-in and their 
interval declared probability. As sharpness is related to interval precision, we have 
computed their average lengths (A.L.). It can be seen from the data in Table  2 that 
the coverage probability is close to the declared probability, except for “Homicide”, 
“Domestic burglary” and “Robbery in subway”.

In order to compare the interval lengths with different types of crime, we use aver-
age lengths that correspond to the mean of the interval length divided by the point 
that was forecast. Therefore, “Robbery on taxi” and “Robbery to carrier” were shown 
to have the largest intervals with falls-in above the 80% and 95% respectively. These 
results suggest that these predictive intervals might be reduced and still comply with 
80% and 95% of coverage.

An ARIMA model without Google Trends covariates was developed with the aim to 
estimate predictions on the crime categories. In contrast to earlier findings, the coverage is 

Table 1  Percentage of parameter values selected for model (1)

Model Order

0 1 2 3 4 Total

AR (p) 61.41 25.72 11.75 0.83 0.29 100

I (d) 48.3 51.7 0 0 0 100

MA (q) 39.91 52.15 7.28 0.66 0 100
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closer to the declared 80% level for 9 out of 13 crimes and 95% level for 3 out of 13 crimes. 
On one hand, the averaged absolute errors for 80% and 95% coverage are 3.796 and 2.933 
respectively for the previous ARIMAX model. On the other hand, for this ARIMA model 
the averaged absolute errors for 80% and 95% coverage are 4.507 and 1.873 respectively.

Discussion
In this study we performed an extensive analysis of the crime patterns in Mexico City. 
The results of this research reflect differences in identifying official crime reports and 
collected data from social media sources such as Twitter and Google Trends. In this 
regard, it was found that theft of motor vehicle (including auto parts theft), robbery 
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passerby and robbery of business property were the most common crimes recorded 
by the local police and social media.

Despite the fact that the pairwise correlation between official crime reports and data 
series obtained from Twitter or Google Trends was almost negligible, as is depicted 
in Figs. 13, 14. These findings, while preliminary, suggest that the use of online data 
sources could be statistically significant and a suitable approach that might help to 
improve and strength the official crime reports in terms of forecasting models.

This finding broadly supports the work of other studies e.g., in epidemiology there is 
an extensive number of studies dedicated to these ideas [39–43]. In addition, few studies 
have investigated crime reports or rate prediction [15, 44–46].

This study provided the relative intensity of crime occurrence through descriptive 
maps. This analysis confirms that crime is clustered in certain areas and boroughs e.g., 
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the inner city. However, at this point we are not able to determine the origin and the 
causes of these clusters.

It is important to note, that data taken from social media are not necessarily rep-
resentative and it must be considered as a mere observational information that 
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enhances the official crime reports. Nevertheless, this case of study suggest the poten-
tial of using social media data to understand how people report or share a criminal 
offense on social media.

A linear predictive model was used to assess the performance of Google Trends in 
predicting crime rates. The proposed adaptive models explained earlier are able to 
detect the shifting behavior of the reported crimes. Here, we assume that the LASSO 
selected Google Trends series include meaningful information that remains through 
the period. However, the suggested prediction can be adaptively extended to the 
covariates. Thus, parameters p, d, q and Google Trends series were chosen weekly to 
be used as covariates. As a result of this, forecasting was more reliable and accurate to 
online information phenomenon such as self-excitement [47].

It may be said that models combining Google data with demographic information 
generally have lower error rates than models using only demographic data. Thus, 
external sources can be potentially helpful to enhance statistical predictions. Our 
preliminary results provide an early response to improve efforts in order to prevent 
crime. It should be noted that social media data is highly noisy which makes these 
findings less generalizable to our predictive model. However, our model adds to the 
rapidly expanding field of Big Data, an interesting approach to strength official data 
with online sources.

Conclusions
The analysis of crime reports undertaken here has extended our knowledge about crime 
patterns and antisocial behavior in Mexico City. Moreover, this study has shown that 
Twitter may be useful in understanding the spatio-temporal patterns of crime data. 
Additionally, our predictive model confirmed that Google Trends works as a valid pre-
dictor to anticipate the impact of crime. To the best of our knowledge, this is the first 
study that systematically reviews and examines online sources of data related to crime 

Table 2  Percentage of  fall-in for  80% and  95% predictive intervals and  their average 
length (A.L.)

Crimes 80% 95%

% Fall-in A.L. % Fall-in A.L.

Robbery passerby 80.65 0.36 92.47 0.54

Theft of motor vehicle 82.80 0.25 93.01 0.39

Robbery of business property 77.96 0.44 89.78 0.67

Card fraud 81.18 1.24 94.09 1.90

Homicide 70.43 0.62 87.63 0.95

Domestic burglary 70.97 0.82 91.40 1.26

Robbery on public transportation 80.11 0.77 94.62 1.18

Rape 81.18 0.72 93.55 1.10

Firearm injuries 77.96 0.66 90.32 1.00

Robbery in subway 66.67 1.07 84.41 1.64

Robbery on taxi 83.87 1.37 95.70 2.10

Robbery to carrier 79.03 1.56 95.16 2.39

Robbery to deliver person 85.48 0.73 95.16 1.11
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reports in Mexico City. Preliminary results of this research show that social media data 
(Twitter and Google Trends) can be integrated to enhance Big Data-driven models for 
predicting crime rates. These results could be used by the Mexico City Police Depart-
ment to develop tailored strategies to tackle crime and gradually build community trust 
and confidence on the local police.

The analysis we present here provides evidence that data generated through Twitter 
and Google Trends can be used to generate estimates of the crime occurrence. In par-
ticular, we illustrate how the choice of time period and geographic area analysed can 
impact the outcome of such an analysis. Finally, we found that more targeted work will 
need to be done to fully understand these data sources and the potential opportunities 
for developing more accurate forecasting models.
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