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Introduction
Big data analytics (BDA) is a course of action to examine large and complex data sets 
(i.e., big data) and select veiled information that can help organizations with efficient 
decision making [1]. The volume of data related to healthcare organizations has grown 
dramatically in past years and is expected to increase in coming years due to the use of 
innovative technologies [2]. Meanwhile, healthcare reimbursement methods are chang-
ing, and pay for performance is an emerging factor in the current healthcare environ-
ment. Recently, healthcare organizations have only focused on profit and have neglected 
to acquire the essential tools, infrastructure, and technologies for effective control of big 
data to ensure citizens’ health care [3, 4]. Big data incorporates features such as variety, 
velocity, and veracity. BDA techniques can be applied to the massive amount of prevail-
ing patient-related medical information to analyze outcomes for improvement of the 
healthcare sector [5, 6]. Using BDA in the healthcare sector will help inform each physi-
cian of the medical histories of individuals and the population and enable appropriate 
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decision-making regarding treatment of a particular patient [4]. However, compared 
with the banking and retailing industries, healthcare organizations have lagged behind 
in the sophisticated use of BDA [7]. The healthcare industry also strives to make inter-
nal developments in BDA implementation based on their quality and data performance, 
which provides timely feedback to interested parties [8]. Therefore, describing the cru-
cial factors that are required for understanding is important prior to creating a strategy 
for the acceptance of BDA in the healthcare industry, particularly in developing coun-
tries such as Pakistan, where the industry requires filling the gap of BDA adoption. Fur-
thermore, data (i.e., big data) related to healthcare are generated at a very high pace [9], 
and existing systems are unable to store and analyze the huge volume, velocity and vari-
ety of data [10]. Therefore, a need exists for a system with the ability to store and analyze 
data with high volumes, velocities, and variety, all of which are provided by BDA sys-
tems [9]. BDA is in the initial adoption phase, and many healthcare organizations want 
to implement BDA to obtain its benefits [11]. Thus, a comprehensive adoption model 
related to BDA is needed to fulfill the existing gap in the literature and help healthcare 
organizations replace traditional systems incapable of competing with BDA systems.

Few studies have described the importance of BDA in healthcare [4, 12, 13], although 
studies have investigated the technological aspects and required qualifications for big 
data in healthcare [14–18]. Previous studies focused on technological and policy issues 
and not on adoption factors, such as security, trust, and fitness of technology for the 
tasks required to manage BDA in healthcare [13]. According to Dishaw [19], the tech-
nology acceptance model (TAM) and task-technology fit (TTF) provide better outputs 
than either TAM or TTF alone in the adoption of information technology systems. The 
prior literature tries to explain BDA adoption through perceptions of technology, such 
as perceived ease of use and perceived usefulness [20–24]. However, emphasizing only 
the end user’s perception of technology may not be sufficient. According to Goodhue 
and Thompson [25], the TTF model claims that the user will adopt the system when 
the characteristics of the technology fit the task requirements. Adoption will also occur 
when the user perceives the technology as useful, easy and advanced, but the technol-
ogy may not be adopted if a mismatch exists with his required tasks and the technology 
cannot enhance his job performance [26–29]. Therefore, not only should the user have 
the perception that the technology is useful and easy but also the technology charac-
teristics should match with the required job tasks. Furthermore, the previous literature 
showed that perceived security of information [30–32] and perceived trust [33–35] were 
the biggest hurdles for users adopting innovative information systems. Security of infor-
mation is the main reason for the slow pace of BDA adoption [36, 37]. Perceived trust 
is a major concern in the BDA acceptance procedure, and thus organizations should 
generate more trust in BDA adoption [38]. Prior studies by Malaka, Shin, and Sivarajah 
[23, 39, 40] also highlighted that perceived security and perceived trust were the biggest 
challenges and hurdles for BDA acceptance. Resistance to change (RTC) from employees 
is also a key factor that affects the adoption of different innovative systems, especially in 
developing countries [41–43]. In previous literature concerning electronic health record 
system adoption, RTC from physicians was repeatedly reported as a key barrier for sys-
tem adoption [44, 45], and RTC of employees mitigated the willingness of those who 
wanted to adopt the system [46]. RTC also resists or slow down the pace of information 
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system acceptance in the health sector [47, 48]. The study considers RTC a key factor 
in the adoption of BDA in the healthcare sector, which has never been discussed in this 
scenario.

Despite the fame of BDA, insufficient empirical research has investigated factors 
that can influence BDA adoption in healthcare [21, 49]. Empirical evidence from Paki-
stan’s healthcare organizations represents a big gap in the literature from both dimen-
sions (i.e., knowledge about BDA and adoption of BDA) [50]. This study summarizes 
real facts from Pakistan for the healthcare BDA literature. The gap between the poten-
tial pros of BDA and the slow and low geared adoption represents a superior opportu-
nity for scholars to realize how BDA can be adopted in the healthcare industry. BDA 
is in the initial adoption phase in Pakistan, and the government should develop a clear 
policy and mechanism for the acceptance of BDA in government and the private sec-
tor [50]. Therefore, to bridge this gap in the literature, the major focus of this paper is 
to provide comprehensive research insights into the adoption of BDA in healthcare. To 
fulfill said gap, the study has two main objectives. The first objective is to help govern-
ment and private healthcare organizations determine the important factors that play key 
roles in the adoption of BDA in healthcare in developing countries, such as Pakistan. 
The second objective is to cover the on-hand gap in the literature concerning the influ-
ence of RTC from employees for BDA adoption. To achieve the above-mentioned objec-
tives, this study incorporated both TAM and TTF models to explain BDA adoption in 
the healthcare sector from both viewpoints (the user’s perception of technology and the 
task-technology fitness) with the most important and substantial factors involved in the 
adoption of information systems (i.e., perceived security and perceived trust). The study 
also considers RTC as a moderator in the proposed model to address the most impor-
tant hurdle for developing countries, such as Pakistan [33, 41]. The results justified the 
use of a composite of both TAM and TTF with security and trust as significant predic-
tors of behavioral intentions (BIs) to adopt BDA, whereas RTC negatively moderated the 
relationship between BIs and actual use of BDA.

In the next section, we describe the theoretical background and develop a research 
model for this study to analyze the predictors linked to BDA adoption. The research 
methods are discussed in section three, and section four provides results from our data 
analysis using structural equation modeling and discussions. “Conclusion” section con-
cludes the overall findings. In addition to the research limitations, our study also has 
theoretical and practical implications, as discussed in “Conclusion” section. References 
are given in “Reference” section.

Relevant work and hypotheses
During this phase, we underpin the relevant theories and work based on the prior lit-
erature regarding the acceptance of a BDA system across various sectors (see Table 1) 
and produce the research hypotheses for analysis based on the research framework (see 
Fig. 1).

Perceived trust

Trust is described as a belief that a person or a particular thing will respond in a helpful 
way without manipulating the results [60]. Perceived trust is a state of mind in which 
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an individual has acquired assurance and confidence in the information provided by 
the system [61]. Individual expectations towards technology build trust in its use. Typi-
cally, trust in use of technology is used to mitigate the uncertainty of mind when a per-
son lacks experience and knowledge with using innovated technology and information 

Table 1  Relevant work

Authors Year Important aspects Limitations

Esteves and Curto [21] 2013 Predicted behavioral intention to use 
big data technology by using the 
theory of planed behavior based on 
risk and benefits point of view

Small sample size was used to test the 
proposed model and insufficient 
theoretical base provided

Mahmood and Afzal [51] 2013 Provided survey on description, tech-
nology, trend, and tools of cyber-
crime security in Pakistan by using 
big data analytics

Big data analytics adoption model not 
provided

Tsai et al. [52] 2015 Provided a brief introduction of big 
data analytics to help in developing 
high performance platform and min-
ing algorithm for big data analytics

Did Not predict the behavior of a user 
regarding use of big data analytics

Malaka and Brown [40] 2015 Investigated the adoption of big data 
analytics in organization prospective 
by using technology organization 
environment model

User centric approach was ignored by 
the study

Archenaa and Anita [53] 2015 Conducted a survey to explore the 
importance, benefits, and need of 
big data analytics in healthcare and 
government

Empirical evidence regarding adoption 
from citizen prospective and security 
of information was ignored in the 
study

Soon et al. [54] 2016 Demonstrated the big data analytics 
adoption by using the technology 
acceptance model and diffusion of 
innovation model and explored the 
moderating effects of training in 
Malaysia

The scope of the study was restricted 
to only private organizations which 
inferred the generalization of the 
study

LaBrie et al. [55] 2017 Provided a comparative study of china 
and USA to understand the technol-
ogy change and big data analytics 
adoption from a societal perspective

Study missed the fit between technol-
ogy and cultural dimensions of 
people

Sivarajah et al. [39] 2017 The systematic literature view was 
performed to identify the challenges 
in big data analytics

To develop the link between theories 
and practice the empirical analysis 
was not performed

Memon et al. [56] 2017 Apache Hadoop open source technol-
ogy was used to check the big data 
analytics application in the healthcare 
sector of Pakistan

Big data analytics application from a 
user’s perspective in the healthcare 
sector of Pakistan was not provided

Brock and Khan [24] 2017 Combined technology acceptance 
model and organization learning 
capabilities to explore the factors 
linked with big data analytics usage

Pre-implementation assessment for 
practitioners was not performed 
considering the user’s perspective in 
the adoption of big data analytics

Weerakkody et al. [57] 2017 To investigate the user’s behavioral 
intentions of big open data. The 
study applied extended technology 
acceptance model

The study only focused on intention to 
use only instead of focusing also on 
actual use of big open data

Arunachalam et al. [58] 2018 Provided comprehensive literature view 
on capabilities of big data analytics 
to demonstrate the challenges which 
help to develop a big data analytics 
maturity model

A phenomenon of restriction to 
change in the user perspective was 
not discussed

Gupta et al. [59] 2018 Reviewed big data analytics and pro-
vide future research directions of big 
data analytics

Trust, privacy, and information security 
can be further explained by utilizing 
the characteristics of big data and 
cognitive computing
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systems [35]. Perceived trust is particularly important in the context of BDA, because 
adoption of a BDA system is a risk. Many studies have proved that perceived trust is a 
fundamental reason for the success or failure of information system adoption, including 
E-payment adoption [62], online purchasing [63], adoption of crypto currencies [64] and 
internet banking [65]. Trusting BDA is not the only issue, because mistrusting the capa-
bilities of technology to deliver valuable services without interruption and data loss also 
reduce its adoption intentions [66]. Thus, based on the above cited literature, we assume 
that perceived trust will also affect BDA adoption.

H1  Perceived trust has a significant relationship with BIs to use BDA.

Perceived security

Perceived security refers to the degree to which a person believes that use of a specific 
system is safe and sound for transmitting and recording sensitive information [31, 61]. 
Perceived security of information is an important concern for healthcare, which con-
tains sensitive patient information [39]. Perceived security is the factor that restricts 
user thinking about the benefits of a system and convinces him to use a system that is 
negatively perceived [40]. In the previous literature, many studies described the value 
of perceived security for the adoption of different analytical information systems (i.e., 
cloud computing [67], B2C electronic commerce [68], online markets [69], and elec-
tronic health record systems [70]). The use of BDA systems has some reservations in the 
minds of users regarding information security in the form of informational fraud, misuse 
of sensitive information and use by various unconcerned departments [71, 72]. Prior lit-
erature on BDA and its adoption has not emphasized security of information sufficiently 
[72, 73]. Based on the prior literature, one key feature that can affect BDA adoption by 
healthcare organizations is the security of the analytical tools used to generate useful 
information. Employees’ perceptions of the security level of technology possibly affect 
its adoption rate. Organizations that have high-level capabilities for dealing with infor-
mation security will possibly develop the intention to use BDA.

H2  Perceived security has a significant relationship with BIs to use BDA.

Task‑technology fit

The effective adoption of an information system relies on identification of the task for 
which the technology is used and whether a suitable match exists between the task and 
technology. As described by Goodhue [25], decomposition of TTF investigates the user’s 
requirements for the information system, which ultimately impact the individual perfor-
mance. The study of Lin and Huang [74] defines the task as activities performed to create 
valued outputs that satisfy human wants. Technology refers to the combination of vari-
ous supportive activities to perform such tasks (i.e., computers, software, and others).

Prior studies by Benford, D’Ambra and Khan et al. [50, 75] described the various dimen-
sions of tasks (e.g., nonroutines, interdependence, data access, and quantitative data analy-
sis), which were related to several technical aspects that fulfilled individuals’ needs. Task 
and technology both have significant impacts on the ability of TTF to estimate users’ 
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performances from several perspectives [76]. Innovative information technology and the 
system will be useless if they fail to satisfy individual requirements for performance of a 
specific task [27]. Therefore, recognizing the task-technology fit of a BDA system is signifi-
cant, because it leads towards adoption of the system by healthcare organizations.

Prior studies discussed TTF in several aspects to determine the user task fitness for 
technology and group decision making, which led towards the successful adoption of an 
information system in various organizational settings (i.e., massive open online courses 
[MOOCs] [77], E-commerce [78], electronic health records [79], group decision support 
systems [80], high-speed data services [81], and mobile banking [27]). Therefore, based 
on the abovementioned literature, we believe that successful adoption of BDA by health-
care organizations significantly depends on matching of technology with the user task 
requirements, which has not been studied by prior researchers. The study of Zhou et al. 
[27] designed a TTF measure that could evaluate the fit between task and technology 
[79], with no need to evaluate the impact of the task and technology characteristics on 
TTF. Therefore, we use only TTF as used by Klopping and Qiwei [78, 79], and we use the 
task and technology characteristics separately.

H3  TTF has a significant relationship with BIs to use BDA.

Technology acceptance model

This paper applied the TAM to observe the adoption of BDA because it satisfactorily 
determined users’ perceptions of the ease of use and usefulness of a new system [82]. 
TAM model determinants are optimal for determining user perceptions about its adop-
tion [54]. TAM has been adopted by many researchers to successfully check and man-
age new system adoptions [54, 57, 83, 84]. Since the invention of TAM, an abundance 
of studies have produced different research models to effectively predict user attitudes 
and behavioral intentions towards technology adoption. Interestingly, all of these studies 
used approximately similar attributes to evaluate technology adoption [85]. Many stud-
ies have concluded that TAM is one of the best models in different contexts (e.g., fore-
casting general buyer behavioral intentions [86], telemedicine adoption [87] and radio 
frequency identification (RFID) integrated system adoption [85]). Previous literature has 
witnessed the adoption of innovations with massive implementation of TAM in the eval-
uation of user intentions regarding new technology diffusion [88]. The literature widely 
backs the use of TAM constructs [i.e., perceived usefulness (PU) and perceived ease of 
use (PEOU)] in measuring adoption solutions for new technology [24, 39, 89, 90].

The study proposes that TAM will provide superior understanding of BDA adoption, 
because BDA is a heavily technology-driven research area that is also user-oriented and inno-
vation-focused [23]. Previous studies by Esteves, Rahman, and Shin [21, 23, 91] also concluded 
that TAM constructs (i.e., PEOU and PU) were significant predictors of BDA adoption/usage.

Perceived ease of use

The study of Davis [82] defined PEOU as the degree of ease involved when using an 
information system. Subsequently, Soon [54] clarified that ease in using the information 
system and technology would help enhance its acceptability among users. The use of an 
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effortless system will help enhance individual and organizational performances [24, 92]. 
BDA potentially generates benefits for organizations, including cutting costs, control-
ling risk factors and helping with efficient decision making. Adoption of BDA depends 
on user considerations in terms of its convenience of use, which employs processing of 
large-scale and heterogeneous data [23]. However, the intensity of difficulty and ease of 
using BDA vary from person to person.

The prior literature has proven the existence of a significant direct relationship 
between the PEOU and a user’s intentional behavior to adopt the system in various fields 
of study [54, 93, 94]; this relationship was also discussed by Esteves, Shin, and Weerak-
kody [21, 23, 39] when studying user intentional behaviors regarding the adoption of big 
data, although these studies were less focused on this study context. For example, meas-
uring the relationship of PEOU with the intention to use BDA is essential for healthcare 
organizations. The idea of BDA is not much older and can create much confusion in the 
user’s mind about its ease of use, which may decrease user intentions towards its use in 
healthcare organizations.

Based on the aforesaid opinion, we propose the following hypothesis.

H4  PEOU has a significant relationship with BIs to use BDA.

Perceived usefulness

PU can be defined as whether an individual considers that their job performance will be 
improved by using the system [24, 82]. PU is the most commonly used variable and the 
primary driver of technology adoption [92, 95]; PU is also expected to be the primary 
driver of intention to use BDA in healthcare in this study. PU is an essential variable for 
studies of the adoption intentions of innovation from the user’s perspective [54]. The 
previous literature has provided evidence of a positive relationship with intention to use 
many times, which has been successfully measured in various fields [26, 54, 94], includ-
ing the field of big data [21, 23, 57], but BDA not has not been a focus in healthcare.

The user cannot shape a positive perception of usefulness until he or she feels any practi-
cal worth of BDA in healthcare organizations. According to the theoretical principle of the 
TAM model, the study hypothesized that PU had a positive relationship with BIs.

H5  PU has a significant relationship with BIs to use BDA.

Behavioral intention to use

A BI is an intention to achieve some specified future behavior [21] and is a key predictor 
of an individual’s actual use of technology [96, 97]. BI is an essential first step towards 
actual adoption of any system [24]. According to Venkatesh and Davis [92], BI was an 
important mediator in the relationship between predictors and specific system adoption. 
The prior literature has proven that a person is more likely to adopt a technology if he 
has an intention to use it [98]. The social sciences literature has provided evidence that 
BIs have a direct impact on actual use [77, 82], and various studies have concluded that 
BIs have a significant influence on adoption of BDA [21, 23]. This study suggests that 
individuals with the intention to use BDA will lead to the actual use of BDA.
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H6  BIs have a significant relationship with actual use of BDA.

The moderating role of resistance to change

According to French [99], change is a state in which differences exist between new and 
old ways of thinking. The behavior of individuals who protects them from the conse-
quences of either real or imagined change is called RTC [100]. Oliver [101] defines RTC 
as protection of the status quo via individuals creating resistance against the innovative 
system. Every innovative system is commonly a source of panic and bears RTC due to 
its perception as a possible threat to the solidity of old habits [43, 101]. To avoid RTC 
in organizations when implementing new systems or ways of working, Oreg [102] pro-
posed that the organization should encourage employees to learn new skills, tasks, and 
programs. One aspect of personality is that RTC is very important for technology adop-
tion [103]. The previous literature has shown that RTC is a demotivator and negatively 
influences the acceptance of information technology [104–106].

The study of Alomari [107] concluded that RTC was one factor that caused non-adop-
tion and failure of new information systems. Lallmahomed et  al. [33] investigated the 
adoption behavior of an e-government system by focusing on RTC and established a 
significant negative relationship between RTC and adoption of the system. Many other 
researchers also proved the importance and negative associations of RTC with accept-
ance of information and communication technology systems [42, 43, 108]. A study of 
green supply chain management (GSCM) adoption [41] investigated RTC as a moderator 
between BIs and adoption of GSCM and concluded that higher RTC among employees 
would lead to non-implementation of GSCM. Similarly, Bral III et al. [109] investigated 
the moderating role of RTC between psychological capital and organizational citizenship 
behavior. Regarding BDA in healthcare organizations, RTC is likely to moderate between 
intentional behaviors and actual usage of the BDA system by employees. The previous 
literature also reported that RTC either did not significantly affect or had a minor direct 
impact on the actual use of technology [41, 109]. Therefore, this study also focuses on 
the moderating role of RTC rather than on the direct influence of RTC on actual use.

The American Health and Human Services Department faced huge resistance to change 
from physicians when they were adopting an electronic health records system, especially 
during the initial phase [110]. The study of Bhattacherjee [111] empirically investigated and 
concluded that RTC was a key barrier to actual adoption of information technology in the 
healthcare sector in both the initial and post-adoption phases but was more of an obsta-
cle during the initial phase. Other researchers also found that RTC was often regarded as 
the cause of failure of the actual use of information technology in healthcare organiza-
tions [112, 113]. Here, we focus on RTC because we also investigate the initial adoption of 
BDA. However, although RTC has a key impact on the adoption of information systems in 
healthcare, previous research has not paid attention to RTC during this process. Therefore, 
to bridge this big gap in the literature, we considered the following hypothesis:

H7  RTC moderates the relationship between BIs to use and actual use of BDA.
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Methodology
Here, the researchers describe the methodology followed by this study. Figure 2 rep-
resents the flow diagram of the research progress.

Development of measures

In this study, we adopted all of the measures from previous studies with the same con-
text to preserve the content validity. All constructs were measured on a 7-point Likert 
scale in which the agreement of the participants to a given statement was assigned a 
score ranging from 1 (strongly disagree) to 7 (strongly agree). The 3-item perceived trust 
scale was adapted from [114], the four-item perceived security scale was adapted from 
[31], and the three-item task-technology fit scale was adapted from [27, 74]. Similarly, 
the three-item scales for both PU and PEOU were adapted from [39]. The three-item 
scale for BI to use was adapted from [98], and the three-item scale for actual use was 
adapted from [98]. The four-item scale for RTC was adapted from [104].

Sampling and data collection

The structured questionnaire-based survey method was used in this empirical study to 
measure the proposed model. The survey method is helpful for measurement of behav-
iors and the relationships among constructs [115]. Typically, the survey method has been 
used in previous studies in which researchers assess adoption or user intention-behav-
ior [116]. First, a pilot study was conducted with 20 prospective users of the BDA sys-
tem. The results of the pilot study were discussed with four senior professors with great 
command of construct building, and then the measurement items were refined based 
on the discussions, which also confirmed the face validity of the measurement scale. All 

Fig. 1  Proposed research framework. It is graphical presentation of all variables and relationship among 
them in the proposed research model
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prospective BDA system end users from 25 hospitals in four big cities of Punjab Paki-
stan (Lahore, Faisalabad, Rawalpindi, and Multan) and the Islamabad capital territory 
of Pakistan were selected for data collection using a convenience sampling technique. 
A convenience sampling technique is a suitable sampling technique by virtue of the 
accessibility of the researcher to the participants [117]. A refined questionnaire with a 
cover letter that assured the respondents that the data would be used only for academic 
research purposes and kept confidential was distributed to all participants through an 
online survey. The online survey ensures research consistency with data collection [118]. 

Fig. 2  Flow diagram of research progress. In this figure, we graphically present the flow of progress in the 
research
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A total of 400 questionnaires were distributed among the participants, and 260 filled 
questionnaires were received, of which 36 questionnaires that contained missing values 
or biased responses were not included in the study. The remaining 224 responses were 
selected for the analysis. Furthermore, the study considered age and gender as control 
variables to ensure that the results of the model were not influenced adversely by covari-
ance, because the previous literature suggested that age and gender might influence the 
intention to use [63, 118].

Results and discussion
We employed structural equation modeling (SEM) using the IBM-AMOS (v21) software 
to evaluate the proposed research model. It is evident from the previous literature that 
the AMOS software is a powerful tool for performing confirmatory factor analysis (CFA) 
and SEM [119]. AMOS is also a complete package for evaluation of formative measures 
and moderating relationships [120]. Because AMOS is user-friendly and provides a 
graphical interface that enables easier handling, we used this software for the CFA and 
SEM and SPSS (v 21) to measure the validity and reliability and conduct an exploratory 
factor analysis (EFA) prior to the CFA and SEM. We also used SPSS for the demographic 
statistics. Table 2 presents the demographic information for the respondents, of whom 
128 out of 224 were male, 82% were in the age bracket of 25–45 years, and 98% had a 
bachelor’s or higher degree; the remaining 2% had a high school certificate or relevant 
diploma as well as knowledge and experience with using technological systems.

Measurement model

Kaiser–Meyer–Olkin (KMO) and Bartlett’s test of sphericity were used to measure sam-
ple adequacy [121]. The KMO value was 0.857, which was within the cutoff range of 
0.8–1 that showed sample adequacy. Data were collected without regard to differences 
in time; we checked the common method bias (CMB) in the data using Harman’s single-
factor test [122]. After categorizing the items into eight subgroups, the results indicated 
that the first factor explained 31.1% of the variance, which was below the 40% cutoff rate. 
Thus, CMB is not an issue in the study.

Prior to the path analysis, the reliability and validity were measured. The value of 
Cronbach’s alpha was greater than 0.7 for all factors. The composite reliability (CR) and 
AVE values ranged from 0.847 to 0.962 and from 0.652 to 0.864, respectively, which 
were within the accepted ranges [123, 124]. Table 3 shows all of the Cronbach’s alpha, 
CR and AVE values. Table 4 proves that no issue existed with the discriminant validity 
of the constructs in the study, because the square root of AVE was higher than all inter-
construct correlations [125]. The study conducted EFA using SPSS to ensure that the 
measures in the study were correct with respect to the concerned variables. The factor 
loading values shown in Table 3 ranged from 0.744 to 0.953, which proved that no issue 
existed regarding cross loading of the constructs [126].

CFA was conducted through AMOS to check the consistency and validity of the con-
structs for the proposed study framework. The CFA values are CMIN/DF = 1.545, root 
mean square error of approximation (RMSEA) = 0.049 with a PCLOSE value of 0.529, 
comparative fit index (CFI) = 0.967 and Tucker-Lewis fit index (TLI) = 0.960. All values 
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are in accordance with the threshold values [126]. These results proved the good fitness 
of the model.

Structural model

The above results proved good fitness of the model and that the data were highly 
reliable and valid. Therefore, we continued with the path analysis. In the path analy-
sis, CMIN/DF = 1.748, RMSEA = 0.058 with a PCLOSE value of 0.278, CFI = 0.939, 
and TLI = 0.901, which proved that the model was a good fit. Then, the study meas-
ured the path coefficients and found that all coefficients were significant. The results 
shown in Fig. 3 demonstrate that perceived trust (β = 0.124, p < 0.05), perceived secu-
rity (β = 0.209, p < 0.001), TTF (β = 0.263, p < 0.001), PEOU (β = 0.240, p < 0.001), and 
PU (β = 0.118, p < 0.05) have significant positive relationships with BIs to use BDA. 
Thus, H1, H2, H3, H4, and H5 are supported. In addition, BIs to use BDA (β = 0.412, 
p < 0.001) have a significant positive relationship with the actual use of BDA, and thus 
H6 is also accepted. The model also demonstrates that 45% of the variance exists in 
the BIs to use BDA and 25% of the variance represents the actual use of BDA. The 
control variables age and gender did not have a significant relationship with the 
actual use of BDA. Therefore, we concluded that the hypothesized study model was 
accepted.

Moderating the effect of RTC​

The study proved that RTC moderated the relationship between BIs to use the BDA sys-
tem and actual use of the BDA system. The interaction term (behavioral intentions to 
use × resistance to change) (β = − 0.201, p < 0.001) had a significant and negative effect 
on the actual use of the BDA system. Thus, a higher RTC weakened the relationship 
between BIs to use and actual use of the BDA system, which accepted H7.

Table 2  Demographical information of respondents

Category Frequency Percentage (%)

Gender

 Male 128 57.1

 Female 96 42.9

 Total 224 100.0

Age

 18–25 29 12.9

 25–35 89 39.7

 35-45 94 42.0

 45 and above 12 5.4

 Total 224 100.0

Education

 High school/diploma 4 1.8

 Bachelor 109 48.7

 Master 101 45.1

 Doctoral 10 4.5

 Total 224 100.0
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BDA change the decision-making style in the healthcare sector. An interactive and 
task-oriented system can make possible use of BDA in any sector, especially in health-
care organizations. With these objectives in mind, this study provided useful findings 
and a framework for practical adoption of BDA systems and future research. The study 
focused on security and trust of information, which were observed to be big concerns of 
system users. Similar to the results of [23], perceived trust and perceived security had a 

Table 3  Results of factor loadings, validity, and reliability

Variables Items Loadings Cronbach’s alpha CR AVE

Perceived trust PT1 0.849 0.834 0.847 0.654

PT2 0.879

PT3 0.778

Perceived security PS1 0.838 0.903 0.905 0.705

PS2 0.849

PS3 0.806

PS4 0.744

Task-technology fit TTF1 0.864 0.898 0.900 0.751

TTF2 0.797

TTF3 0.768

Perceived ease of use PEOU1 0.857 0.877 0.877 0.704

PEOU2 0.859

PEOU3 0.805

perceived usefulness PU1 0.816 0.838 0.847 0.652

PU2 0.881

PU3 0.841

Behavioral intention to use BDA BI1 0.778 0.909 0.911 0.773

BI2 0.796

BI3 0.809

Resistance to change RTC1 0.939 0.962 0.962 0.864

RTC2 0.937

RTC3 0.953

RTC4 0.944

Actual use of BDA AU1 0.872 0.918 0.919 0.792

AU2 0.889

AU3 0.879

Table 4  Correlations matrix and square root of AVE

Inclined italic lines represent the square root of the AVE of each variable

Significance of correlations: *p < 0.050, **p < 0.010, ***p < 0.001

RTC​ PS AU PEOU TTF PT PU IB

RTC​ 0.929

PS 0.092 0.840

AU 0.168* 0.396*** 0.890

PEOU 0.111 0.433*** 0.403*** 0.839

TTF − 0.002 0.619*** 0.429*** 0.448*** 0.866

PT − 0.041 0.413*** 0.075 0.152* 0.357*** 0.809

PU − 0.034 0.291*** 0.047 0.270*** 0.258*** 0.337*** 0.808

IB 0.004 0.556*** 0.490*** 0.524*** 0.616*** 0.370*** 0.348*** 0.879
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positive effect on BIs to adopt BDA. The study also investigated TTF, which had a posi-
tive impact on the behavioral intentions to adopt BDA, indicating that features of the 
system must be matched to the specific task of the user for successful adoption of a BDA 
system. Our results are consistent with the results of Afshan and Brock [127]. Similar 
to previous studies by Shin and Soon et  al. [23] concerning BDA adoption, this study 
also demonstrated the positive effects of PEOU and PU on BIs to adopt BDA, which 
suggested that the system should be easy to use and have attractive features that make 
it look useful to the user. Furthermore, the study investigated RTC in employees, which 
played a key role in the convergence of BIs to put the system into actual use. The results 
of this study illustrate that as RTC from employees increases, actual use of BDA systems 
will decrease. The RTC result is consistent with that of Beal III and Nejati [41, 109].

Conclusion
The adoption of BDA is in the initial stage, in which many healthcare organizations are 
thinking about adopting BDA systems. The present is an optimal time to adopt/implement 
BDA systems, especially in healthcare organizations, with an aim of providing better health-
care facilities by maintaining patients’ health records and formulating better strategies. This 
study contributes to the literature by showing the main factors that are important when 
adopting the BDA system. This study results are also imperative for strategy makers who 
want to implement a BDA system by demonstrating factors that are important initially. In 
contrast to existing studies, this study also expressed the huge positive combined effect of the 
TTF and TAM theories on behavioral intentions to adopt BDA. Combining TAM and TTF 
gives more effective results than use of TAM or TTF individually [19, 26]. The prior literature 
demonstrates use of the TAM model alone in the adoption of a BDA system. The current 
study also incorporated important concerns from users regarding adoption of any innovative 
system, such as perceived security and perceived trust. These factors provide an additional 
significant aspect to the literature regarding BDA. Our sampling territory is Pakistan, which 

Fig. 3  SEM results for hypotheses testing. In the figure, we graphically present the SEM results (i.e. path 
coefficient and significance level) of proposed model
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is a developing country. RTC is the largest barrier in the adoption of innovative systems, 
particularly in developing countries but also in developed countries. According to our best 
information, this study is the first to enrich the literature by linking resistance to change of 
employees with BDA adoption as a moderator. This moderation result will help implement-
ers control this factor at the time of adopting the BDA system.

Theoretical contribution

This study contributes noteworthy research insights into BDA system implementation. The 
study fills the main gap in the literature concerning the empirical evidence for BDA in Paki-
stani healthcare organizations for the first time. Second, the majority of previous studies only 
highlighted the importance, challenges, and opportunities of BDA, because BDA was in the 
initial stage of adoption and was a comparatively new topic. Second, few researchers have 
investigated the adoption of BDA, and the existing studies have focused on a specific per-
spective (i.e., an economic or financial perspective) or have simply emphasized TAM the-
ory. This study is probably the first on BDA adoption to propose a model that combines the 
TAM and TTF theories as predictors of behavioral intentions to use BDA. Thus, integration 
and implementation of the TAM theory with the TTF theory for BDA adoption is a new 
perspective that enhances the literature. Second, to switch from the previous healthcare sys-
tem to a BDA system, the literature needs a strong theoretical basis for further research and 
a broad and general research model that is not specific to one aspect of the business. This 
study model will be helpful and will advance a theory for future BDA research. Furthermore, 
the study included security and trust aspects of information in the model to elucidate their 
impacts on BI. Our results will contribute to the security and trust perspectives in the tech-
nology acceptance literature and provide security and trust grounds for further research. In 
addition, the results obtained for resistance to change represent an immense theoretical con-
tribution for researchers, because the current study has highlighted this important barrier in 
the implementation of BDA. This investigation can be used as a reference for future research 
and to increase understanding of the adoption of BDA research.

Practical contribution

The study also contributed practically in several ways similar to its theoretical contribu-
tions. The findings of the study propose salient guidelines and important implications for 
practitioners and implementers of BDA systems that can assist with successful adoption 
of BDA systems. First, connecting system functions with the required tasks of the organi-
zation as well as the PU and PEOU of the system are important. This approach will pro-
vide results that are more fruitful for practitioners when implementing BDA systems. 
Second, the findings of the study also indicate that perceived security and perceived trust 
are the key predictors of intentions regarding acceptance of a BDA system. Third, this 
study explores the moderating effect of RTC, which reduces the adoption of BDA systems 
in developing countries. This study will provide broad insights for implementers of BDA 
systems in developing countries and allow the design of strategies to ultimately reduce 
employees’ resistance levels. Finally, this study provides an initial platform for practitioners 
for adoption and promotion of BDA practices within the organization to obtain maximum 
advantages of innovative technology, especially in developing countries.
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Limitations and future directions

The authors acknowledge some limitations of the current study. First, the focus of this 
study is on healthcare organizations in Pakistan regarding adoption of a BDA system. 
The impact of organizational culture was ignored by this study, which might have an 
effect on the level of adoption of this system. Future researchers may test the same 
research model in other organizations considering different cultural setups, because the 
organizational setup and culture vary from industry to industry; therefore, the findings 
of this study may vary when applied to different sector organizations. This study pro-
vided understanding of BDA system adoption in developing countries in particular and 
developed countries in general. Thus, future researchers can test this model in devel-
oped countries to increase the generalization of the study, because the severity of resist-
ance to change from employees is greater in developing than in developed countries [41]. 
The research model can be tested in different cultural settings with a focus on adoption 
of BDA systems. This study was aimed to investigate the user adoption factors of BDA, 
which neglect the other side of system implementation. Therefore, future researchers 
can identify the developers/architects intentions for development and implementation 
of BDA system. Finally, this study was based on cross-sectional settings, which restricted 
measurement of the consistency in respondent behavior; this gap should be tested in a 
longitudinal setup to improve the significant contribution to knowledge.
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