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Introduction
The Internet, as a global system of interconnection, provides a link between billions of 
devices and people around the world. The rapid development of social networks causes 
the tremendous growth of users and digital content [1]. It opens opportunities for peo-
ple with various skills and knowledge to share their experiences and wisdom with each 
other. There are many websites like Yelp, Wikipedia, Flickr, etc. that use the power of the 
Internet to help their users make optimal decisions.

Furthermore, there are websites that give users the ability to consult with profession-
als, and one topic that is always popular is investment. Companies like Goldman Sachs 
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and Lehman Brothers have more than 150 years of investment advice. In the Internet 
age, independent analysts and retail investors around the world can collaborate with 
each other through the web. Seeking Alpha and StockTwits are two examples of com-
mon financial social media platforms focused on the stock market, giving their users a 
way to connect with information and each other and grow their investments [2].

Financial social media brings people, companies, and organizations together so that 
they can generate ideas and share information with others. It is this media that provides 
a huge amount of unstructured data (Big Data) that can be integrated into the decision-
making process. Such a Big Data can be considered as a great source of real-time estima-
tion because of its high frequency of creation and low-cost acquisition.

Sentiment analysis (SA) is a common method which is increasingly used to assess the 
feelings of social media users towards a subject. The most popular approach performing 
sentiment analysis is using data mining. Our central idea is to adopt Deep Learning to 
determine investors’ expectations about the price of stocks and the overall market based 
on their messages. The reason why we select Deep Learning methodology rather than 
data mining is that in data mining, identifying features and selecting the best of those 
features is the most challenging task to undertake especially in a Big Data.

In contrast to data mining, a Deep Learning model, learns features during the pro-
cess of learning. Deep Learning algorithms lead to abstract representation, as a result, 
they can be invariant to the local change in the input data. In addition, Big Data prob-
lems including semantic indexing, data tagging, and fast information retrieval can be 
addressed better with the aid of Deep Learning. Deep Learning provides the opportunity 
to use a simpler model to accomplish complicated Artificial Intelligence tasks. Although 
Deep Learning algorithms have been used for some Big Data domain like computer 
vision [3–5, 17, 18, 22] and speech recognition [6–10, 11] it is still intact in the context of 
Big Data analysis. In this paper, we evaluate the adoption of Deep Learning for sentiment 
analysis of financial data.

Deep Learning algorithms provide the opportunity to extract complex data at a high 
level of abstraction in a way that high-level features with more abstraction are defined 
in terms of lower-level features with less abstraction [12]. A different source of variation 
in data (like light, object shapes, and object materials in an image) can be separated by 
using Deep Learning. The idea of hierarchical learning in Deep Learning coming from 
the primary sensorial areas of the neocortex in the human brain [13].

Convolutional neural network (CNN) [14] is an example of a various number of Deep 
Learning models. This model which is popularly used for image analysis can make 
use of the internal structure of data through convolution layers. Because of the inter-
nal structure that exists inside the text documents CNN has been gaining attention on 
text data as well. CNN is used in systems for tagging, entity search, sentence modeling, 
etc. [15–23].

Deep Learning algorithms which usually learn data representations in a greedy fash-
ion, look more useful to learn from Big Data  [24, 25]. Deep Learning can be used to 
extract nonlinear complicated features in Big Data analytics, then extracted features are 
used as input to a linear model.

Deep Learning can be used to make discriminative tasks of Big Data analytics easier. 
For instance Li et al. [26] use Deep Learning to do a search in Big Data. They use Deep 
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Learning to enable searching of audio and video file with speech. Deep Learning ability 
to extract high-level, complex abstractions from large volumes of unsupervised data (Big 
Data) make it desirable for Big Data analytics. High-level features can be extracted from 
unlabeled images by using Deep Learning. For instance, Google provides a deep neu-
ral network that can learn high-level features from unlabeled data [27, 28]. Their work 
clearly shows how Deep Learning methods can extract high-level features from unsu-
pervised data and demonstrates the advantages of using Deep Learning with unsuper-
vised data (Big Data).

The remainder of this paper is organized as follows: “Related work” section we look 
at previous work on financial sentiment analysis and the methods employed therein; 
“Big Data” section contains an overview of Big Data analytics. In this section, we discuss 
some Big Data characteristics and specify main problems that faced Big Data in data 
analysis; “Sentiment analysis” section we briefly talk about sentiment analysis methods 
and advantages of using Deep Learning in sentiment analysis; in “Sentiment analysis 
with data mining approaches” section we explore other works that use data mining to do 
sentiment analysis on StockTwits dataset. After that, we discuss some feature selection 
methods. In “Deep Learning in Big Data analytics” section we explore how Deep Learn-
ing can be used for Big Data analysis also we discuss some challenges that Deep Learn-
ing needs to overcome to do analysis in the Big Data domain; “Results and discussion” 
section explains our experiments, and goes into depth about how we can apply Deep 
Learning to financial sentiment analysis. Our primary findings and conclusions are pre-
sented in “Conclusions” section.

Related work
Specific Big Data domains including computer vision [29] and speech recognition [30], 
have seen the advantages of using Deep Learning to improve classification modeling 
results but, there are a few works on Deep Learning architecture for sentiment analy-
sis. In 2006 Alexandrescu et  al.  [31] present a model where each word is represented 
as a vector of features. A single embedding matrix is used to look up all of these fea-
tures. Luong et  al.  [32] use a recursive neural network (RNN) to model the morpho-
logical structures of words and learn morphologically-aware embeddings. In 2013 
Lazaridou et al.  [33] try to learn meanings of a phrase by using compositional distribu-
tional semantic models. In 2013 Chrupala use a simple recurrent network (SRN) to learn 
continuous vector representations for sequences of characters. They use their model to 
solve a character level text segmentation and labeling task. A meaningful search space 
via Deep Learning can be constructed by using Recurrent Neural Network [34] Socher 
et al. in 2011 [35], use recursive autoencoders [36–39] for predicting sentiment distribu-
tion and proposed a semi-supervised approach model. In 2012 Socher et al. [40] propose 
a model for semantic compositionality with the ability to learn compositional vector rep-
resentation for sentences of arbitrary length. Their proposed model is a matrix-vector 
recursive neural network model. Recursive Neural Tensor Network (RNTN) architec-
ture proposed in [41]. RNTN use word vector and a parse tree to represent a phrase and 
then use a tensor-based composition function to compute vectors for higher nodes  [42]

Regarding convolutional network for NLP tasks, Collobert et  al.  [15] for semantic 
role labeling task avoid excessive feature engineering by using the convolutional neural 
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network. In 2011 Collobert used a similar network architecture for syntactic parsing. 
In [43] a deep convolutional neural network is proposed that exploits the character-to 
sentence-level information to perform sentiment analysis of short texts.

The experiments in this paper focus on market sentiment. Based on the definition 
in [44], market sentiment is the general prevailing attitude of investors as to anticipate 
price development in a market. This attitude is the combination of various factors such 
as world events, history, economic reports, seasonal factors, and many others. Mar-
ket sentiment is found through sentiment analysis, also known as opinion mining [45], 
which is the use of natural language processing methods to extract the attitude of a 
writer from source materials.

Wang and Sambasivan in  [2] apply market sentiment on the StockTwits dataset by 
using supervised sentiment analysis classified messages in StockTwits as “Bullish” or 
“Bearish”. An investor is considered Bullish if he or she believes that the stock price will 
increase over time and recommends purchasing shares. Oppositely, if an investor is 
Bearish he or she expects downward price movement and will recommend selling shares 
or against buying.

One of the most popular works in this field is by Loughran and McDonald [46]. They 
used the US Security and Exchange Commission portal from 1994 to 2008 to make a 
financial lexicon and manually create six-word lists including positive, negative, liti-
gious, uncertainty, model strong and model weak. Mao et al.  [47] propose an automatic 
Chinese financial lexicon constructor. His proposed procedure explores many corpora 
classified as positive or negative and attempts to construct a Chinese financial lexicon 
automatically.

Supervised classification methods, such as Support Vector Machines  [48], Naïve 
Bayes  [49] or ensembles  [50, 51] have been deployed to perform sentiment analy-
sis in multiple research projects. Machine learning techniques mainly use the bag-of-
words [52] model. In the bag-of-words model, a text is represented as the collection of 
its words, disregarding the order of those words in their sentences. However, the order 
of the words in a sentence can change the sentiment of a word. For example, consider 
the word “underestimate”. This word potentially has a negative connotation, but if we 
consider it beside other words like “underestimated stock” it can become positive.

Recently, Deep Learning approaches have emerged as a powerful tool in sentiment 
analysis in Big Data due to the advantages they provide over other methods. One of 
these advantages is that features are learned hierarchically during the process of Deep 
Learning instead of the feature engineering that is required in data mining. Additionally, 
in Deep Learning methods, each word is considered as part of a sentence. In this way, 
relevant information contained in word order, proximity, and relationships is not lost. 
Furthermore, Deep Learning benefits from a similarity model. Word embedding creates 
a vector representation of words with a much lower dimensional space compared to the 
bag of the words model [53, 54]. The vectors representing similar words in vector space 
are therefore closer together. One of the other main concepts in Deep Learning algo-
rithm is the automatic extraction of representation (abstractions)  [55]. To achieve this 
goal Deep Learning uses a massive amount of unsupervised data (Big Data) and extracts 
complex representation automatically. One of the advantages of abstract representa-
tion extracted with Deep Learning algorithms is their generalization. Features extracted 
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from a given dataset can be used successfully for a discriminative task on another data-
set. Deep Learning is an important aspect of artificial intelligence because it provides a 
complex representation of Big Data and also makes the machine independent of human 
knowledge.

Deep Learning constructs complicated representations for image and video data with 
a high level of abstraction. High-level data representations provided by Deep Learning 
can be used for simpler linear models for Big Data. This representation can be useful 
for image indexing and retrieval. In other words, Deep Learning can be used in the dis-
criminative task of semantic tagging in the context of Big Data analysis.

Methodology
Dataset

We were fortunate to receive permission from StockTwits Inc. to have access to their 
datasets. StockTwits is a financial social network which was established in 2009. Infor-
mation about the stock market, like the latest stock prices, price movement, stock 
exchange history, buying or selling recommendations, and so on, are available to StockT-
wits users. In addition, as a social network, it provides the opportunity for sharing expe-
rience among traders in the stock market. Through the StockTwits website, investors, 
analysts, and others interested in the market can contribute a short message limited to 
140 characters about the stock market. This message will be posted to a public stream 
visible to all site visitors. Moreover, messages can be labeled Bullish or Bearish by the 
authors to specify their sentiment about various stocks.

In our experiment, we used messages which were posted in the first six months of 
2015. Each message includes a messageID, a userID, the author’s number of followers, 
a timestamp, the current price of the stock, and other record-keeping attributes. We 
examined the posts to see if there is any relation between the future stock price and 
users’ sentiment. In other words, we want to see if we can predict a future stock price 
based on the current sentiment of many users.

We can use Pearson Correlation Coefficient  [6] to see if there is a linear relation 
between a stock’s future price and the user’s sentiment. Pearson Correlation is one of 
the most widely-used functions to measure the linear correlation between two variables. 
It returns one if there is a perfect positive correlation between the two input variables, 
− 1 if there is a perfect negative correlation, and 0 if there is no correlation. The Pearson 
Correlation Coefficient between a stock price and a general user’s sentiment is equal to 
0.05, which means that only 53% of the time are users able to predict future stock prices 
correctly. This is a little bit better than a random guess, so we will examine whether that 
accuracy improves if the number of predictions is increased.

Wang in [2] tried to find if there are authors in financial social media whose contri-
butions provide good predictors of stock price, but buried in the noise. They ranked 
authors based on their performance in predicting stock price within the week of their 
prediction. They use two consecutive years of data, the first year as a benchmark to find 
such top authors, and the second year to examine the top authors performance. Based 
on the results published in [2], the correlation score for top authors is around 0.4, which 
means that top authors can predict stock price movement with the accuracy of about 
75%.
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Knowing the sentiment of top authors, we can predict stock prices with accuracy of 
75% but unfortunately, only 10% of messages in StockTwits are labeled. To increase the 
accuracy of stock price prediction, we need a powerful method for the sentiment analy-
sis of top authors. Deep Learning is beneficial in facing a large amount of unsupervised 
data (Big Data) like data provided in social media. In our paper, we adopt Deep Learning 
to do sentiment analysis of top authors. We believe that using Deep Learning can vastly 
improve correct classification in sentiment analysis regarding various stock picks and 
thus exceed the current accuracy of stock price prediction.

Big Data

The term Big Data has been in use since the 1990s. In 2012 Gartner update his previ-
ous definition regarding Big Data and defines it as follows: “Big Data is high-volume, 
high-velocity and/or high-variety information assets that demand cost-effective, innova-
tive forms of information processing that enable enhanced insight, decision-making, and 
process automation”. Big Data is referred to the growing digital data that are difficult to 
manage and analyze using traditional software tools and technologies. Big Data often 
has a large number of samples, a large number of class labels and very high dimension-
ality (attributes). The target size of the Big Data moving continually in 2012 was rang-
ing around a few dozen terabytes to many petabytes of data. There are four attributes 
including volume, variety, velocity, and veracity that define Big Data [56] Obviously, data 
volume is the primary attribute of Big Data. By increasing the volume of the Big Data, 
the complexity, and the underneath relationships of data increased as well. Raw data in 
a Big Data system is unsupervised and diverse although it can consist a small quantity of 
supervised data. Many social media companies including Facebook, Twitter, StockTwits, 
LinkedIn have a large amount of data. As data become bigger Deep Learning approach 
become more important to provide Big Data analysis.

The other thing that makes Big Data really big is the variety of data. Big Data coming 
from a variety of sources than ever before. Web sources including social media, click-
streams, and logs are some example of these resources. One of the challenges in Big Data 
processing is working with a Variety of different data. In order to extract a structured 
representation of data, Big Data needs to do preprocessing on unstructured data.

Velocity is another feature of Big Data. The frequency of data generation in Big Data 
is fast. For example, consider the stream of message coming from StockTwits website. 
Velocity is just as important as the volume and variety characteristics of Big Data. The 
quickness of processing input into usable information is important to deal with velocity 
associated with Big Data.

Veracity refers to the trustworthiness of the data in Big Data. By increasing the num-
ber of data sources and types trust in Big Data become a practical challenge. In addition 
to the four vs. there are lots of challenges including data cleansing, feature engineer-
ing  [57–59], high-dimensionality, and data redundancy that Big Data analytics face. 
Deep Learning is used in industrial products that have the opportunity to have a large 
volume of digital data (Big Data). Google uses Deep Learning algorithms and Big Data 
available on the Internet for Google’s translator. In some Big Data application domains 
such as social media, marketing, and financial data feeds using Deep Learning algo-
rithms and architecture for analyzing large-scale  [60, 61], fast-moving streaming data 
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is encouraged, but still analyzing Big Data by using Deep Learning application remain 
unexplored.

In Big Data environments, it is critical to analyze, decide and act quickly and often. Big 
Data has the potential to make a huge change in science and all aspects of our society, 
but extracting information from Big Data is not an easy task. Decentralized control and 
autonomous data sources are two other important characteristics of Big Data. Each data 
source can collect information without any centralized control [62]. Big Data technology 
is still young, there are many technical problems in stream computing, parallel comput-
ing, Big Data architecture, Big Data model, and software systems that can support Big 
Data, etc should be investigated.

Today, machine learning techniques especially Deep Learning models, together with 
powerful computers play an important role in Big Data analysis. Deep Learning meth-
ods can leverage the predictive power of Big Data in fields like search engines, medi-
cine, and astronomy. In contrast to conventional datasets used for data ming approach 
which was noise free, Big Data is often incomplete because of their disparate origins. 
Big Data brings transformative potential and big opportunities for various fields. Typical 
data mining algorithms require having all data in main memory this is a clear technical 
difficulty for Big Data which is spread across different locations. In addition, data min-
ing methods need to overcome sparsity, heterogeneity, uncertainty, and incompleteness 
of Big Data as well. Deep Learning and Big Data are considered as the big deals and the 
bases for an American innovation and economic revolution. Even in government and 
society Big Data emerge as a useful remedy to solve some problems. In 2012 the Obama 
Administration announced a “Big Data research and development initiative” to help 
solve some of the Nation’s most pressing challenges.

Sentiment analysis

Following the early work in sentiment analysis done in [63, 64], we examine source mate-
rials and apply natural language processing techniques to determine the attitude of the 
writer towards a subject. Generally speaking, sentiment analysis is a form of classifying 
text documents to numerous groups. Most of the time, we need only to classify docu-
ments into positive and negative classes [65]. Furthermore, there are different methods 
in sentiment analysis that can help us to measure sentiments. These methods include 
lexical-based approaches methods and supervised machine learning methods. Machine 
learning models are more popular because lexical-based approaches, which are based 
on the semantics of words, use a predefined list of positive and negative words to extract 
the sentiment of new documents. Creating these predefined lists is time-consuming and 
we cannot build a unique lexical-based dictionary to be used in every separate context. 
With the growing popularity of social media, huge datasets (Big Data) of reviews, blogs, 
and social network feeds are being generated continuously. Big Data techniques are used 
in application domains that we collect and maintain a massive amount of data. Growing 
data, intensive technologies, and increasing data storage resources develop Big Data sci-
ence. The main concept in Big Data analytics is extracting a meaningful pattern from a 
huge amount of data. Big Data need special methods that can be used to extract patterns 
from a massive amount of data. Deep Learning has this opportunity to provide a solu-
tion to address the learning and data analysis problem that exists in a massive amount 
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of data (Big Data) and also they are better at learning complex data patterns. There are 
other Big Data problems such as domain adoption and streaming data that large-scale 
Deep Learning models for Big Data analytics have to contend with them. Concepts and 
methods from sentiment analysis that can help us to extract information from these 
areas have become increasingly important as businesses, organizations, and individuals 
seek to make better use of their Big Data. In the following section, we start our investi-
gation the performance of sentiment analysis based on data mining approaches for our 
dataset.

Sentiment analysis with data mining approaches

Wang in [2] uses a supervised data mining approach to find the sentiment of messages 
in the StockTwits dataset. They removed all stopwords, stock symbols, and company 
names from the messages. They consider ground-truth messages as training data and 
test multiple data mining models, including Naïve Bayes, Support Vector Machines 
(SVM), and Decision Trees. By running tenfold cross validation, they found that the 
SVM model produces the highest accuracy (76.2%). They used unigrams as features and 
removed infrequent unigrams that occur less than 300 times over all messages because 
using n-grams can lead to data sparsity problem. As a result, it is necessary to use lower-
order n-grams to address sparsity problem otherwise performance would be decreased. 
On the other hand, by using lower-order n-grams we lose the order of the words in a 
sentence. As we know the order of the words in a sentence can help us to better under-
standing the sentiment of a document. We believe that using Deep Learning to predict 
sentiment of authors can help us to overcome these problems and increase the accu-
racy of prediction. Deep Learning nonlinear feature extraction can improve data min-
ing results and classification modeling [55]. Logistic regression uses the logistic sigmoid 
function to weighted input values to classify input data, it is similar to a Deep Learn-
ing without hidden layers. Logistic regression is used as a classifier in the final layer of 
a Deep Learning. In other words, Deep Learning algorithms work as multiple feature 
learning steps. Logistic regression is very fast and simple so it is used for large datasets.

We follow Wang [2] approach and apply logistic regression [3] on the StockTwits data-
set. In Table  1, we provide the performance of logistic regression on StockTwits data 
based on different performance metrics. Also in Fig. 1, we present the ROC curve [66] 
for this model.

Increase accuracy by using feature selection

One of the problems that prevent us from accurately classifying a Big Data is the noise 
found within it. Feature selection, including the removal of noisy features and elimina-
tion of ineffective vocabulary, makes training and applying a classier more effective [67]. 
The existing approaches to finding an adequate subset of features fall into two groups: 
feature filters and feature wrappers  [68]. In feature filters, the final set of features is 

Table 1  Performance of the logistic regression on the StockTwits dataset

Accuracy Precision Recall F-measure AUC

0.7088 0.7134 0.6980 0.7056 0.7088
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selected based on the statistical properties of those features. With feature wrappers, an 
iterative search process is applied through a modeling tool’s results. In each iteration, a 
candidate set of features is used in the modeling tool and the results are recorded. Each 
step uses the results from the previous step, and so new tentative sets are generated. This 
process is repeated until some specified convergence criteria are met. In our experiment, 
we had a huge number of features and instances, and thus, our data was very sparse. We 
tried several feature selection methods to see how they would affect the accuracy of our 
sentiment analysis.

From the methods tested, we selected three feature filters which included Chi-squared, 
ANOVA, and mutual information. The advantages of using these feature selection tech-
niques are their speed, scalability and their independence of the classification. Our rea-
soning for choosing these methods is their ability to deal with sparse data. On the other 
hand, these methods have some drawbacks as well, they ignore feature dependencies 
and also they ignore interaction with the classifier [69]. In this section, we examine these 
methods and the results of applying them to our dataset.

Chi‑square

Pearson’s Chi-squared [70] test is used for two types of comparison: a test of independ-
ence or a test of goodness of fit. We apply the test of independence to our dataset to see 
if the occurrence of a specific feature is independent of the class. Our terms are ranked 
by their score as determined with Eq. (1). In this equation, ‘O’ stands for observed fre-
quency, and ‘E’ stands for expected frequency. A high X2 score rejects the null hypoth-
esis of independence of the term and class.

(1)X2
=

n∑

i=1

(Oi − Ei)
2

Ei

Fig. 1  Receiver operating characteristic for logistic regression
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Applying Chi-squared to our dataset and decreasing the number of features gradually 
allowed us to see how it can affect the performance of logistic regression. Classifier 
results are provided in Table 2. Reducing the number of features increases accuracy in 
some cases—for example, by reducing the number of features from 40,000 to 500, accu-
racy increases by seven percent. However, this is an irregularity in our dataset and does 
not mean that Chi-squared is an effective feature selection method to increase the accu-
racy of our classier.

Analysis of variance

One of the other feature selection methods that we used was the analysis of variance 
(ANOVA) feature selection. ANOVA  [71] is used to determine if there are any statis-
tically significant differences between the arithmetic means of independent groups. By 
using ANOVA for feature selection in our experiment, we clarify the relevance of terms 
by assigning a score to each based on an F-test. Top scoring terms are considered as our 
desired features and sent to the classification models.

The F-test formula is shown in Eq. (2).

In this equation MSB is between-group variability  Eq. (3), and MSW  is within-group var-
iability  Eq.  (4). In between-group variability ni is the total number of observations of 
class i, m is the number of classes and x̄ denotes the general mean of the data.

In within-group variability, xij denotes the jth observation in the ith class [72].

By extracting more effective features based on F-test scores, we examined whether 
ANOVA feature selection improves the accuracy of the classification methods. Per the 
results provided in Table 3, accuracy is not improved through ANOVA feature selection, 
so it will not be used for further testing.

(2)F =
MSB

MSw

(3)MSB =

∑
i ni(x̄i − x̄)2

m− 1

(4)MSW =

∑
ij(xij − x̄i)

2

n−m

Table 2  Performance of the Chi-squared feature selection on the StockTwits dataset

Features Accuracy Precision Recall F-measure AUC

55,820 0.7088 0.7134 0.6980 0.7056 0.7088

40,000 0.4796 0.4851 0.6645 0.5608 0.4796

20,000 0.5018 0.5013 0.6879 0.5800 0.5018

4000 0.5274 0.5206 0.6946 0.5951 0.5274

2000 0.5221 0.5190 0.6036 0.5581 0.5221

400 0.5308 0.5278 0.5834 0.5542 0.5308

200 0.5333 0.5280 0.6284 0.5738 0.5333

50 0.5314 0.5232 0.7071 0.6014 0.5314
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Information gain

Our results show that ANOVA and Chi-square feature selection methods cannot con-
siderably increase the accuracy of our classification models. In this section, we look at 
mutual information feature selection, which is one of the most commonly used fea-
ture selection methods. Mutual information is defined as the number of dependencies 
between two random variables. This allows us to determine information gain, which is 
the amount of information acquired about one random variable through another ran-
dom variable. Mutual information between two random variables (X and Y) in defined 
in Eq. (5).

In this equation, if x and y are independent, i.e. (p(x, y) = p(x)× p(y)), their mutual 
information will be zero. Which, in turn, means that by knowing one of these random 
variables we cannot gain any information about the other one.

By using mutual information for feature selection, we explore how much information 
each term provides to making the correct classification decision. This method extracts 
features with the highest mutual information value. In this way, we will have features 
that contain the most information about the class. In our experiment, mutual informa-
tion for feature selection was also not effective. This is shown by the results provided in 
Table 4.

In Fig. 2 we decrease the number of features by applying selection methods contain-
ing Chi-square, ANOVA, and information gain and compare the accuracy of logistic 
regression. As our results demonstrate, feature selection methods cannot considerably 
improve the accuracy of logistic regression. Data mining algorithms cannot extract the 
complex and nonlinear patterns that exist in Big Data. Extracting these features, Deep 
Learning can use simpler linear models for Big Data analysis tasks including classifica-
tion and prediction which is important when we deal with the scale of Big Data.

With the result of logistic regression based on the bag-of-words model used as a base-
line, we investigate whether Deep Learning methods can improve the accuracy of this 
logistic regression in Big Data. The bag-of-words model does not consider word order 
and other words in a sentence, and it has a limited sense of word sentiment. We believe 

(5)I(X;Y ) =
∑

y∈Y

∑

x∈X

p(x, y)log(
p(x, y)

p(x)p(y)
)

Table 3  Performance of the ANOVA F-test feature selection on the StockTwits dataset

Features Accuracy Precision Recall F-measure AUC

55,820 0.7088 0.7134 0.6980 0.7056 0.7088

40,000 0.7094 0.7130 0.7010 0.7070 0.7094

20,000 0.7091 0.7127 0.7007 0.7066 0.7091

4000 0.5274 0.5206 0.6946 0.5951 0.5274

2000 0.7045 0.7048 0.7038 0.7043 0.7045

400 0.6785 0.6638 0.7233 0.6923 0.6785

200 0.6611 0.6378 0.7457 0.6875 0.6611

50 0.0.6191 0.5863 0.8084 0.6797 0.6191



Page 12 of 25Sohangir et al. J Big Data  (2018) 5:3 

that using Deep Learning methods instead of the bag-of-words may help us to improve 
the accuracy of our model. In consecutive layers of deep architectures in Deep Learning, 
each layer applies a nonlinear transformation on its input and provides a representation 
of its output. On the other word, Deep Learning can learn representations of the Big 
Data in a Deep Architecture with multiple levels of representations. It is important to 
consider that transformations in the layers of Deep Learning are nonlinear and try to 
extract underlying factors in the Big Data. The output of final layer (the final representa-
tion of data which constructed by Deep Learning algorithm) can be used as features for 
classifiers or other applications. In our paper, we mainly focus to see how Deep Learning 
can assist with sentiment analysis in StockTwits data and which Deep Learning algo-
rithm can be adapted to improve the accuracy of sentiment analysis in StockTwits in 
compare to data mining models. With respect to the first topic, we explore three Deep 
Learning algorithms including doc2vec [73–75], LSTM [76] and CNN [77] to see if they 
can more accurately predict StockTwit’s users’ sentiment.

Table 4  Performance of the mutual information feature selection on the StockTwits data-
set

Features Accuracy Precision Recall F-measure AUC

55,820 0.7088 0.7134 0.6980 0.7056 0.7088

40,000 0.5417 0.5311 0.7115 0.6082 0.5417

20,000 0.5123 0.5087 0.7144 0.5943 0.5123

4000 0.5391 0.5337 0.6190 0.5732 0.5391

2000 0.5406 0.5350 0.6193 0.5741 0.5406

400 0.5665 0.5540 0.6815 0.6112 0.5665

200 0.4713 0.4760 0.5692 0.6126 0.5459

50 0.5077 0.5052 0.7414 0.6009 0.5077

Fig. 2  Accuracy of logistic regression by using feature selection methods
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Deep Learning in Big Data analytics

In this section, we explore advantages of using Deep Learning algorithms in Big Data 
analysis. Also, we take a look at some Big Data characteristics that challenges Deep 
Learning in Big Data analysis.

Big Data analytics, provide the opportunity to develop novel algorithms to address 
some issues related to Big Data. Deep Learning algorithms are one of these solutions. For 
instance, the representations extracted by Deep Learning can be used in Big Data analyt-
ics approach. In addition, when Big Data is represented in a higher form of abstraction, 
linear modeling can be considered for Big Data analytics. There are various works that 
have been performed by using Deep Learning algorithms.

Deep Learning dates back to the 1940s. Its only appears to be new, because Deep 
Learning was relatively unpopular for several years preceding its current popularity, and 
because Deep Learning has gone through many different names, only recently being 
called “deep learning.” Deep Learning has been rebranded many times, reflecting the 
influence of different researchers and different perspectives. Some basic context of the 
history of Deep Learning is useful for understanding Deep Learning. Deep Learning is 
known as cybernetics in the 1940s–1960s, Deep Learning known as connectionism in 
the 1980s–1990s, and the current resurgence under the name Deep Learning beginning 
in 2006 [78].

As we mentioned before, Deep Learning algorithms extract an abstract representa-
tion of Big Data through multi-level hierarchical learning. Deep Learning is attractive 
for extracting information from Big Data because it can be used to learn from a massive 
amount of unlabeled data. Once Deep Learning learned unsupervised data (Big Data) 
more traditional models can be trained with less amount of labeled data [79–81]. Global 
relationships in the Big Data can perform better by using Deep Learning.

Some of the advantages of learned abstract representations by Deep Learning include, 
a simple model can work effectively with the knowledge of more abstract data represen-
tation, automation of data representation extraction can lead to a broad application to 
different data types. These specific characteristics of Deep Learning make it desirable for 
Big Data analytics.

Deep Learning algorithms can be used to address the problem of volume and variety 
of Big Data analytics. Effectively using a massive amount of data (volume in Big Data) is 
one of the advantages of Deep Learning. Since Deep Learning deals with data abstrac-
tion it is desirable to work with raw data in different formats and resources (variety in 
Big Data) and minimize a need for feature selection from new data type observed in Big 
Data.

However Big Data has some characteristics including streaming and fast mov-
ing which can lead to some challenges for adopting Deep Learning for Big Data. Deep 
Learning needs to be adapted to lead with a lot of continuous Big Data. There are some 
works associated with Deep Learning and streaming Big Data. For instance, adoptive 
deep belief networks introduced in  [82] illustrate how Deep Learning can be used to 
learn from streaming data. Zhou et al. [83] describe how Deep Learning algorithms can 
be used for feature learning on Big Data. One of the other problem that associate of 
using Deep Learning in Big Data is using Deep Learning for large-scale models and mas-
sive datasets. In [84] Dean uses thousands of CPU cores to train a Deep Learning neural 
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network with billions of parameters. Coates et al. [85] suggest using the power of a clus-
ter of GPU servers to overcome the problem of Deep Learning in large-scale datasets.

Big Data encompasses a lot of things from medicine, genomic and biological data to 
call center. To handle huge volumes of input associated with Big Data, large-scale Deep 
Learning models are desirable. They can illustrate the optimal number of model param-
eters and overcome the challenges of Deep Learning for Big Data analysis. There are 
other Big Data problems like domain adaption and streaming data that large-scale Deep 
Learning models for Big Data need to handle.

Variety is one of the other characteristics of Big Data, which focuses on the variation 
of the input domains and data types in Big Data so the problem of domain adoption is 
another issue that Deep Learning in Big Data analysis need to overcome. There are some 
studies including [86, 87] that mainly focus on domain adoption during the learning pro-
cess. Glorot et al. [86] illustrate that Deep Learning can find intermediate data represen-
tations in a hierarchical learning manner and this representation can be used for other 
domains. Chopra et al. [87] propose a new Deep Learning model for domain adoption. 
Their new proposed Deep Learning model considers information available from the dis-
tribution shift between the train and test data. Our paper mainly focuses on information 
retrieval so in the following section, we summarize Deep Learning in sentiment analysis.

Sentiment analysis with Deep Learning approaches

In the prior section, we discussed some advantages of using Deep Learning in Big Data 
analysis including the application of Deep Learning algorithms for Big Data analysis and 
how specific characteristics of Big Data can lead to some challenges in adopting Deep 
Learning algorithms for Big Data analytics tasks. In this section, we explore sentiment 
analysis using Deep Learning algorithms. In data mining prediction tasks feature engi-
neering is the most important and most difficult skill. The effort involved in feature 
engineering is the main reason to seek algorithms that can learn features by themselves. 
Hierarchical feature learning in Deep Learning extracts multiple layers of non-linear 
features and then a classifier combines all the features to make predictions  [88]. Data 
mining models based on shallow learning like Support Vector Machines and Decision 
Trees are not able to extract complex features. On the other hand, Deep Learning algo-
rithms have the capability to generalize in global ways, generating learning patterns, and 
relationships beyond immediate neighbors in the Big Data [79]. In order to gain more 
complex features, Deep Learning algorithms transform first features like edge and blobs 
in image again to extract more informative features to distinguish between classes. This 
process is very close to brain activity. The first hierarchy of neurons which are sensi-
tive to specific edges and blobs receive information in the visual cortex [89] while brain 
regions further down the visual pipeline are sensitive to more complex structures such 
as faces. So in other words, Deep Learning learns the representation of Big Data in a 
deep architecture and more layers the data goes through, the more complicated the non-
linear transformations which are constructed. But hierarchical feature learning suffered 
from major problems such as the vanishing gradient for very deep layers, this prob-
lem makes these architectures perform poorly in comparison to shallow learning algo-
rithms. Deep Learning methods can overcome vanishing gradient problem so they can 
train with dozens of layers of non-linear hierarchical features. Not only Deep Learning 
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methods are related to learning deep non-linear hierarchical features they can also be 
used to detect very long non-linear time dependencies in sequential data. Long short-
term memory (LSTM) and Recurrent Neural Networks are two examples of neural net-
works that can increase the accuracy of prediction by picking up on activity hundreds of 
time steps in the past. One of the main problems in Big Data is storing data effectively 
and retrieve information from this Big Data. Deep Learning algorithms can be used to 
generate high-level abstract data representation which will be used for sentiment analy-
sis (especially for raw Big Data input). While a vector representation of Big Data provides 
faster information retrieval, Deep Learning can be used for relational understanding of 
the Big Data. Using Deep Learning algorithms can help us to extract semantic features 
from a massive amount of text data in addition to reduce dimensions of the data rep-
resentations. Hinton et al. [90, 91] propose a Deep Learning model to learn the binary 
codes for documents. The word count vector of a document is the lowest layer and the 
learned binary code of the documents is the highest layer. The binary code can be used 
for information retrieval in Big Data. we can use some unsupervised data in training a 
Deep Learning model [92, 93]. Ranzato et al. [94] propose a study in which Deep Learn-
ing model learn with supervised and unsupervised Big Data. Deep Learning algorithms 
provide this opportunity to extract semantic aspect of a document by capture complex 
nonlinear representations between word occurrences. Using Deep Learning can help us 
leverage unlabeled document (unsupervised Big Data) to have access to huge amount of 
data (Big Data). Unlabeled data are often ambled and cheap to collect in Big Data. Since 
Deep Learning relatively recently becomes popular, additional work needs to be done to 
use hierarchical learning strategy as a method for sentiment analysis of Big Data.

word2vec

Mikolov in  [95], proposed word2vec model. In this model, instead of relying on the 
number of occurrences of the words, neural network methods (Deep Learning) are used 
to produce a high-dimensional vector representation of each word or document. Word-
2vec uses the location of words relevant to each other in a sentence to find the semantic 
relationship between them. In contrast to the bag-of-words model, word2vec can cap-
ture sentimental similarity among words.

Word2vec is implemented in two different model architectures, continuous bag-of-
words and skip-gram. In the continuous bag-of-words architecture, we have a sequence 
of words and we need to predict which word is more likely to be the next word in this 
sequence. In the skip-gram architecture, with each word, we try to find a more probabil-
istic surrounding window of words. The outcome is in a vector space, words with seman-
tic similarity are nearby. When using the word2vec model, the order of the words in a 
sentence is ignored, and only words and their distance from each other are considered. 
Le and Mikolov  [73], describe the doc2vec method. doc2vec generalizes word2vec by 
adding a paragraph vector. This inclusion means that each paragraph, like each word, is 
mapped to a vector. The advantage of considering a paragraph as a vector is that it can 
work as a kind of memory to keep the order of the words in a sentence.

Doc2vec, like word2vec, is implemented in two different methods distributed memory 
and distributed bag-of-words. In distributed memory, a paragraph is treated the same as 
a word. This is word2vec beneficial because after paragraph vectors have been learned 
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from labeled Big Data they can be used effectively for a task especially when labeled data 
is limited. The distributed bag-of-words model ignores the word context as input, but 
rather predicts words by randomly selecting samples from a paragraph. The architec-
tures of distributed memory and distributed bag-of-words are provided in Figs. 3 and 4.

To achieve the goal of higher accuracy, in each iteration of stochastic gradient descent, 
we sample a text window and select some random words from this window. At the end 
of this process, based on the given paragraph vector, we will form a classification. The 
distributed bag-of-words model is conceptually simple and does not need to store word 
vectors, so it needs less memory. Deep Learning algorithms are powerful to extract use-
ful representation from various kinds of Big Data and discriminative results provided by 
Deep Learning can be used for information retrieval [96].

Recurrent Neural Network

The idea behind Recurrent Neural Network (RNN) is that input data are not independent 
of each other. Knowing the previous iterations’ data will improve our prediction accu-
racy. For example, consider that we want to predict the next word in a sequence of words. 
Having knowledge of the previous words helps us to improve the accuracy of our predic-
tion. Recurrent Neural Networks, by considering the previous computation, perform the 
same task for every element of a sequence. In other words, it has memory to capture 
information about what has been calculated so far. But in practice, vanishing gradient is 

Fig. 3  Distributed memory architecture

Fig. 4  Distributed bag of words
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a common problem in Deep Learning. Because of the vanishing gradient problem, RNNs 
look back just a few steps. Although vanishing gradients are not exclusive to RNNs, they 
limit our network depth to less than the length of the sentence. Thankfully, there are a 
variety of methods that can help us address the vanishing gradient problem. For exam-
ple, instead of using tanh or sigmoid as activation functions, we can use ReLU. However, 
we chose a more popular solution for our work—Long short-term memory (LSTM).

LSTM was proposed [76] by Hochreiter and Schmidhuber. The main difference 
between RNNs and LSTMs is the gated cell. Gated cells in LSTMs help the system store 
more information in comparison to RNNs. Information can be stored in, written to, or 
read from a cell. Cells decide whether to remove or store information by opening and 
closing gates. A cell is composed of four main elements: an input gate, a neuron with a 
self-recurrent connection, a forget gate, and an output gate. The forget gate is an element 
which allows the cell to remember or forget its previous state. For example, assume that 
we want to capture the gender of the subject. In this case, when seeing a new subject, the 
previous one should be forgotten so that a relevant information can be determined and 
stored.

Convolutional neural network

One of the most commonly used Deep Learning models is the fully-connected neural 
network. Although fully-connected neural networks are considered as a good solution 
in classification tasks, the huge number of connections in these networks may lead to 
problems. These problems can be further amplified in text processing because of the 
high number of neurons required. In addition, we believe that words which are close 
together in a sentence are more to each other when compared to words which never 
appear close together in any sentence. But fully-connected neural networks treat input 
words which are far apart the same as words which are close together in a sentence. The 
hierarchical learning process of Deep Learning makes it expensive for high-dimensional 
data like image or text. On the other words, these kinds of Deep Learning algorithm can 
be stalled when dealing with Big Data that shows large Volume (one of the features of Big 
Data).

Convolutional neural networks offer certain advantages that make them desirable 
to address these problems. First, each neuron in the first hidden layer, instead of con-
necting to all input neurons, is only connected to a small region of them. This reduc-
tion in connection complexity works to also reduce potential computational problems. 
Second, using the same weights for each of the hidden neurons provides the opportu-
nity to detect the same feature in different locations in the input text. At the end of the 
network, a pooling layer simplifies the information from the convolutional layers to the 
output [97]. The convolutional neural network is one of the methods that can be used 
effectively for Big Data analysis. The convolutional neural network which is one of the 
powerful models in Deep Learning, use convolutional layers to filter inputs for useful 
information.

Hinton et  al.  [29] use a Deep Learning and convolutional neural network for image 
object recognition. Their Deep Learning model outperforms other existing approaches. 
Hinton’s team work is valuable because they show the importance of Deep Learning in 
image searching. Dean et al. in [84] use similar Deep Learning modeling approach but 
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with a large-scale software infrastructure as a training and in  [98] video data is used. 
They use Deep Learning method like stacking and convolution to learn hierarchical 
representation.

Results and discussion

In this section, we will explain our experiments in applying Deep Learning methods 
on the StockTwits dataset. We tried to see if Deep Learning models could improve the 
accuracy of sentiment analysis of StockTwits messages. Deep Learning attempt to mimic 
the hierarchical learning approach of the human brain. Using Deep Learning in extract 
features bring non-linearity to the Big Data analysis. The results of applying three com-
monly used Deep Learning methods in natural language processing are provided in the 
following section.

Doc2vec

As our first step, we apply the doc2vec model to the StockTwits dataset to see if it can 
increase the accuracy of sentiment prediction for stock market writers. This was chosen 
as the first model because it uses the paragraph as a memory to keep the order of the 
words in a sentence, and maps paragraphs, as well as words, to a vector.

Le in  [73] recommends using both doc2vec architectures simultaneously to create a 
paragraph vector. Following his method in our experiment, each paragraph vector is a 
combination of two vectors—one learned by distributed memory architecture (DM) 
and the other learned with distributed bag-of-words (DBOW) architecture. The accu-
racy of the doc2vec model is also likely to be affected by window size; with larger win-
dows having higher accuracy. In order to evaluate this, we consider windows of the most 
commonly-used sizes—5 and 10. The Gensim library in Python was used to implement 
doc2vec and all words with a total frequency of less than two were ignored. The results 
are shown in Table 5.

As we expected, the accuracy of applying doc2vec for a window size of 10 is higher 
than with a window size of 5, but their difference is negligible.

By comparing the results of applying logistic regression as a baseline on the StockTwits 
dataset in Table 1 with the results of doc2vec in Table 5, we find that doc2vec cannot be 
an effective model to predict sentiment in the StockTwits dataset. In Fig. 5 we provide 
the receiver operating characteristic curve for the window sizes of five and ten and com-
pare their results with the ROC of the logistic regression.

Long short‑term memory

Based on the findings in the previous section, doc2vec is not a good model for predict-
ing sentiment of authors regarding the stock market, and so we move on to RNNs. These 
are some of the other most popular models for use in Natural Language processing 

Table 5  Performance of doc2vec on the StockTwits dataset

Window Accuracy Precision Recall F-measure AUC

5 0.6202 0.6097 0.6682 0.6376 0.6202

10 0.6723 0.6687 0.6830 0.6757 0.6723
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have shown very good results. RNNs were adopted to see if they can help improve the 
accuracy of StockTwits sentiment analysis. Although an actual RNN was not used for 
our experiment, LSTM [99–102] could be a viable replacement because it has a deeper 
memory structure.

In our implementation, we used the Theano [103] library in Python. We use average 
pooling as our pooling method. For the last step, we fed the result of the pooling to a 
logistic regression layer to find the target class label associated with the current input 
sequence. We present the result of our experiments in Table 6. Although using LSTM 
compared to doc2vec did increase our accuracy, it is still lower than our requirements.

Using logistic regression as the baseline and comparing results in Tables  1 and 6 
reveals that LSTM is not an effective model for predicting sentiment in the StockTwits 
dataset. In Fig. 6, we compare the area under the ROC curve for the results of applying 
LSTM and logistic regression.

Convolutional neural network

With LSTM being found ineffective, we turn to the CNN. Although CNN is very popular 
in image processing, the ability to find the internal structures of a Big Data makes it a 
desirable model for our purposes. We employ CNN to see if it can be used to improve 
our sentiment analysis task by using the Tensorflow [104] package in Python. The first 
step of our process is embedding words into low dimensional vectors.

After that, we perform convolutions with different filter sizes over the embedded word 
vectors. In our experiment, we used filter sizes of 3, 4 and 5. Then we apply max pooling 

Fig. 5  Area under the ROC curve for doc2vec with window size of 5 and 10

Table 6  Performance of the LSTM on the StockTwits dataset

Accuracy Precision Recall F-measure AUC

0.6923 0.8518 0.6571 0.7419 0.7109
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Fig. 6  Area under the ROC curve for long short-term memory

Table 7  Performance of the convolutional neural network on the StockTwits dataset

Steps Accuracy Precision Recall F-measure AUC

100 0.5700 0.6348 0.3294 0.4338 0.5700

2000 0.7943 0.7787 0.8221 0.7999 0.7943

4000 0.8210 0.7828 0.8885 0.8323 0.8210

6000 0.8651 0.8778 0.8484 0.8629 0.8651

8000 0.8891 0.8774 0.9046 0.8908 0.8891

10,000 0.9093 0.9168 0.9004 0.9086 0.9093

70,000 0.9897 0.9909 0.9885 0.9897 0.9897

Fig. 7  Compare area under the ROC curve for convolutional neural network in various steps
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on the result of the convolution and add dropout regularization. The process concludes 
by using a softmax layer to classify our results.

Table 7 shows the results of these operations. By comparing the accuracy of logistic 
regression as a baseline in Table 1 with the results of applying convolutional neural net-
work provided in Table 7, we conclude that CNN outperforms logistic regression after 
less than 2000 steps. After 6000 steps the accuracy of CNN is around 86% which is con-
siderably higher than the other models. Additionally in Fig. 7, we provide the receiver 
operating characteristic curve for CNN, which compares the area under the roc curve 
after applying CNN in multiple steps. As evident in Table 7, with proceeding steps in 
CNN, the ROC curve gets closer to the top left corner of the diagram. This proves that 
by proceeding stepwise in CNN on the StockTwits dataset, the accuracy of prediction 
increases gradually. We compare the result of logistic regression, doc2vec, LSTM, and 
CNN (after 10,000 steps) in Table 8. Based on the results, we find that CNN is an effec-
tive model for predicting the sentiment of authors in the StockTwits dataset as it outper-
formed all other models in all five performance measurement.  

Conclusions
Deep Learning has good performance and promise in many areas, such as natural lan-
guage processing. Deep Learning has this opportunity to address the data analysis and 
learning problems in Big Data. In contrast to data mining approaches with its shallow 
learning process, Deep Learning algorithms transform inputs through more layers. Hid-
den layers in Deep Learning are generally used to extract features or data representa-
tions. This hierarchical learning process in Deep Learning provides the opportunity to 
find word semantics and relations. These attributes make Deep Learning one of the most 
desirable models for sentiment analysis.

In this paper, based on our results we show that convolutional neural networks can 
overcome data mining approach in stock sentiment analysis. In standard data mining 
approach to text categorization, documents represent as bag-of-word vectors. These 
vectors represent which words appear in a document but do not consider the order 
of the words in a sentence. It is clear that in some cases, the word order can change 
the sentiment of a sentence. One remedy to this problem is using bi-grams or n-gram 
in addition to uni-gram [86, 105, 106]. Unfortunately, using n-grams with n > 1 is not 
effective [107]. Using CNN provides this opportunity to use n-grams to extract the senti-
ment of a document effectively. It benefits from the internal structure of data that exists 
in a document through convolution layers, where each computation unit responds to 
a small region of input data. We used logistic regression, which works based on a bag-
of-words, as a baseline and compared the result of applying Deep Learning to logistic 

Table 8  Compare Deep Learning models in financial sentiment analysis

Model Accuracy Precision Recall F-measure AUC

Logistic regression 0.7088 0.7134 0.6980 0.7056 0.7088

Doc2vec 0.6723 0.6687 0.6830 0.6757 0.6723

LSTM 0.6923 0.8515 0.6571 0.7419 0.7109

CNN (10,000 steps) 0.9093 0.9168 0.9004 0.9086 0.9093
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regression. Based on our results, among different common Deep Learning methods in 
sentiment analysis, only convolutional neural network outperforms logistic regression. 
The accuracy of convolutional neural networks, in comparison to the other models, is 
considerably better. Based on our results we can use CNN to extract the sentiment of 
authors regarding stocks from their words. There are some people in the financial social 
network who can correctly predict the stock market. By using CNN to predict their sen-
timent we can predict future market movement.
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