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Abstract
Many video platforms rely on the descriptions that uploaders provide for video retrieval. However, this reliance may cause inaccuracies. Although deep learning-based video captioning can resolve this problem, it has some limitations: (1) traditional keyframe extraction techniques do not consider video length/content, resulting in low accuracy, high storage requirements, and long processing times; (2) Arabic language support in video captioning is not extensive. This study proposes a new video captioning approach that uses an efficient keyframe extraction method and supports both Arabic and English. The proposed keyframe extraction technique uses time- and content-based approaches for better quality captions, fewer storage space requirements, and faster processing. The English and Arabic models use a sequence-to-sequence framework with long short-term memory in both the encoder and decoder. Both models were evaluated on caption quality using four metrics: bilingual evaluation understudy (BLEU), metric for evaluation of translation with explicit ORdering (METEOR), recall-oriented understudy of gisting evaluation (ROUGE-L), and consensus-based image description evaluation (CIDE-r). They were also evaluated using cosine similarity to determine their suitability for video retrieval. The results demonstrated that the English model performed better with regards to caption quality and video retrieval. In terms of BLEU, METEOR, ROUGE-L, and CIDE-r, the English model scored 47.18, 30.46, 62.07, and 59.98, respectively, whereas the Arabic model scored 21.65, 36.30, 44.897, and 45.52, respectively. According to the video retrieval, the English and Arabic models successfully retrieved 67% and 40% of the videos, respectively, with 20% similarity. These models have potential applications in storytelling, sports commentaries, and video surveillance.
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Abbreviations
	BLEU
	Bilingual evaluation understudy

	CIDE-r
	Consensus-based image description evaluation

	CV
	Computer vision

	DNN
	Deep neural network

	FPS
	Frames per second

	GAN
	Generative adversarial network

	GRU
	Gated recurrent unit

	LSTM
	Long short-term memory

	METEOR
	Metric for evaluation of translation with explicit ordering

	NLP
	Natural language processing

	P
	Place

	RL
	Reinforcement learning

	ROUGE-L
	Recall-oriented understudy of gisting evaluation

	SSIM
	Structural similarity index measurement

	SMAN
	Stacked multimodal attention network

	SVO
	Subject-verb-object




Introduction
In recent times, video-processing communities have paid significant attention to video captioning. This task combines two main areas of artificial intelligence: computer vision (CV) and natural language processing (NLP). This combination results in many exciting applications, such as the DALL.E [1] and OrCam MyEye [2], which use deep learning methods to enable computers to understand and analyze visual content as humans do [3, 4]. NLP uses various computational techniques to learn, analyze, and produce human language [5], which enables computers to understand the visual content of videos and describe it in natural language. Video captioning comprises multiple steps, such as keyframe extraction, feature extraction, and caption generation. Figure 1 shows the general workflow for video captioning.

[image: ]
Fig. 1General workflow for video captioning


Using video captioning to improve video retrieval has garnered significant attention [6–8]. With the rising popularity of video platforms, such as TikTok, YouTube, and Snapchat, there has been an exponential increase in the number of published and shared videos. According to a survey conducted in 2019 [9], over 500 h of videos are uploaded to YouTube every minute. Given the enormous volume of available videos, developing efficient video retrieval techniques is important to help users find specific videos quickly.
Keyframe extraction is an essential step in video processing because it selects crucial frames and removes unnecessary frames to summarize a video [10, 11]. However, most video captioning studies have not focused on keyframe extraction. Each second of a video typically produces approximately 24–30 frames, commonly called frames per second (FPS) [12]. Therefore, the video captioning task must extract keyframes for processing instead of processing all the frames, which would result in a massive number of frames requiring several resources and a long processing time. However, most existing studies use simple approaches, such as time- and frame-based approaches, which neglect video content. The content-based keyframe extraction approach is considered a supervised process that studies the frames before extraction to enhance the keyframe extraction process, thus enabling the extraction of all the important details in the videos with minimum duplication. Another problem in video captioning studies is the lack of models in Arabic and other languages, excluding English. Therefore, this study proposes a deep learning video captioning model that enhances video retrieval and implements a new keyframe extraction method that contains two phases: time- and content-based. This new approach improves the accuracy of captions and reduces processing time and storage requirements. This study is the first to conduct video captioning in Arabic.
The contributions of this study are summarized as follows:

	Implementing a new keyframe extraction method that contains two phases: time- and content-based.

	Conducting the first Arabic video captioning model.




The remainder of this paper is organized as follows. “Related work” section reviews the current studies on video captioning, such as keyframe and caption generation models. “Methodology” and “Experimental setup” sections describe the proposed methodology and experimental setup. “Results” section presents the results of the study. Finally, “Conclusion and future work” section concludes the paper and suggests future work.

Related work
This section reviews the literature on keyframe extraction and video captioning. Each of these aspects is discussed in the following subsections.
Keyframe extraction
Most video captioning studies focus on enhancing video captioning models but use simple approaches for keyframe extraction, despite their importance in improving performance. Several keyframe extraction approaches exist, such as shot boundary [13], segmentation [14], and clustering-based [14]. However, this study classifies keyframe extraction approaches into three categories: time-, frame-, and content-based, depending on how they are used in video captioning. The time-based approach is implemented using a specific duration, such as extracting one frame every 1 or 2 s. However, the frame-based approach uses a pre-specified number of frames, that is, extracting 10 or 100 frames per video. Conversely, the content-based approach extracts keyframes based on the frames’ content using different techniques, such as content similarity measurement [15] or shot boundary detection [16].
Xu et al. extracted one keyframe per second [17]. Conversely, the authors of another study extracted a specified number (240) of keyframes for each video, regardless of its length [18]. However, other studies have used different content-based approaches to extract keyframes. For example, Qian et al. proposed a reinforcement learning filtration network that uses an actor-double-critic algorithm to filter duplicate frames [19]. Furthermore, to extract video keyframes, one study used dynamic programming and clustering after reducing the dimensionality of video frames [20]. Additionally, the model of one of the studies used ResNet [21] in a locally consistent deformable convolution to detect important regions in each frame, from which it identified whether a given frame is a keyframe [22]. Yet another study developed a model to detect the video’s abrupt transitions and extract keyframes [23]. This method first extracts binary edge information before measuring the Euclidean distance [24] on the histogram features of adjacent frames and the Z-score on the magnitude of the Sobel gradient images [25]. Subsequently, the model calculates the variance coefficient, and the frames with the highest values are selected as keyframes. Furthermore, the model presented in the video classification study extracts keyframes using the structural similarity index measurement (SSIM) value [15]. This model measures the similarity of a specific region, depicting its main actions. Additionally, a study used coarse extraction to extract keyframes using the motion states of objects and local and global changes [13].
Although extracting keyframes using a specific number of frames or a certain duration is a simple and fast method, it is random and disregards the frame content. Therefore, this method may hinder the video captioning models’ performance. However, despite advancements in the filtration keyframe extraction method [16], this method must pass through each frame, which is time-consuming. Additionally, this method completely disregards duplicate frames and filters similar frames. Therefore, this method produces multiple frames as keyframes owing to the nature of video frames, where adjacent frames are typically similar. However, the dimensionality reduction method reduces the processing time and storage requirements. This is a difficult process that requires the compression or expansion of frames to a specific size.
Three main approaches, time-, frame-, and content-based, are used to summarize the keyframe extraction approaches found in the literature review. Table 1 summarizes the reviewed keyframe extraction methods and their limitations.

Table 1A summary of the reviewed keyframe extraction methods


	Ref.
	Year
	Approach/method
	Weaknesses

	[13]
	2022
	Content-based: coarse extraction and partial-fine re-extraction of spatiotemporal slices
	Not suitable for all videos (especially videos that contain fast scenes)

	[15]
	2021
	Content-based: SSIM
	Applied to a specific regions, not a complete frame

	[17]
	2015
	Time-based
	Inaccurate because it is based on time (one frame each second)

	[18]
	2015
	Frame-based
	Inaccurate because it is based on the number of frames (240 frames per video)

	[19]
	2021
	Content-based: filtration network RL-based
	Requires efficient training

	[20]
	2022
	Content-based: multiview fusion method-based
	Complicated method
Requires specific frame sizes

	[22]
	2022
	Content-based: local consistent deformable convolution
	Long processing time

	[23]
	2020
	Content-based: Sobel gradient images and variance coefficient measure
	Long processing time compared to other similar approaches [26]




As shown in the table, the time- and frame-based keyframe extraction approaches are easy to implement but inaccurate. By contrast, the methods related to the content-based approach require a long processing time. Thus, in this study, keyframe extraction was implemented in two steps using two approaches: the time-based approach to speed up the first extraction step and the content-based approach to reduce frame duplications.

Video captioning
Early video captioning studies described videos using a subject-verb-object (SVO) template. For example, a study captioned videos from the DARPA dataset using Stanford parser [27] to extract SVO features [28]. Another study used the same dataset but added information about the activities, such as who acted, what the action was, where it occurred, and why [29]. However, only 118 words, including verbs, nouns, pronouns, adjectives, adverbs, prepositions, prepositional phrases, determiners, and particles, were used in the sentence generation process. Thomason et al. added location information to sentence templates to improve the SVO [30]. Therefore, this model uses detection confidence to detect features and probabilistic knowledge from text-mining to select an SVO and place (P). Another study used deep neural networks (DNNs) to extract features and create a tree structure, whereas Stanford’s parser [27] was used to construct a descriptive caption [17]. Krishnamoorthy et al. proposed a model that requires only a few training captions because it learns from web-based text-mined knowledge [31]. Table 2 summarizes the template-based video captioning studies reviewed.

Table 2Summary of the reviewed structured-template-based studies


	Ref.
	Year
	Extracted information
	Method

	[17]
	2015
	Subject, verb, object
	Stanford parser—DNN

	[28]
	2012
	Subject, verb, object
	Stanford parser

	[29]
	2012
	Subject, verb, object, additional details (adverbs, adjectives, …)
	Detectors—Kanade–Lucas–Tomas—HMMs—dynamic-programming algorithm

	[30]
	2014
	Subject, verb, object, place
	Factor graph model

	[31]
	2013
	Subject, verb, object
	Text-mining knowledge




However, most video captioning studies have used a free-template-based approach using the decoder–encoder model. For example, Qian et al. developed a model that used a CNN and gated recurrent unit (GRU) in the encoder and decoder, respectively, to extract 2D and 3D features and generate captions [19]. Similarly, Peng et al. developed a model for extracting 2D and 3D features and used local and global text attention to enhance the quality of the generated captions [32]. However, Liu et al. proposed a sibling convolutional encoder comprising content and semantic branches, which encode notable visual information and semantic information, respectively [33].
Lee and Kim extracted visual features, temporal features, and semantic data using bidirectional long short-term memory (BLSTM) rather than long short-term memory (LSTM) to efficiently detect events over time [34]. This study focused on prepositions and conjunctions, using context gating and soft attention to improve sentence generation. Similarly, a decoder presented in another study uses soft attention to link verbal and visual materials and improves the creation of semantic captions [35]. A variational stacked local attention network was proposed to increase the diversity of captions [36]. The captions produced in this study included adverbs, adpositions, adjectives, determiners, and numbers.
However, the models proposed in some studies use reinforcement learning (RL) and the encoder–decoder approach; for example, the decoding part in a model proposed in [37] served as an agent, whereas the video features and sequence of words served as the environment. The agent takes a probability distribution using the policy and performs an action, which is next-word prediction. After generating all the caption words, the agent takes the score as a reward to update the internal parameters. Zheng et al. proposed a stacked multimodal attention network (SMAN) using an RL and a coarse-to-fine training approach [38]. The model uses SMAN to capture and describe visual and textual data. The RL and training strategies enhance the generated captions. Adversarial learning is another technique used in video captioning models. A study developed a model that generates captions using a generative adversarial network (GAN) [39] with an LSTM [40]. Table 3 shows the free-template-based video captioning studies reviewed.

Table 3Summary of the free-template-based studies


	Ref.
	Year
	Method
	Dataset
	Evaluation metrics

	B
	M
	R
	C

	[19]
	2021
	CNN-GRU
	MSVD
	57.9
	37.4
	74.7
	96.3

	 	 	 	MSR-VTT
	45.1
	28.6
	61.8
	51.5

	[32]
	2021
	CNN-GRU
	MSVD
	55.1
	36.4
	72.2
	85.7

	 	 	 	MSR-VTT
	42.3
	28.9
	61.7
	49.2

	[33]
	2021
	CNN-RNN
	MSVD
	54.2
	34.8
	71.7
	88.2

	 	 	 	MSR-VTT
	40.9
	27.5
	60.2
	47.5

	[34]
	2021
	CNN-BiLSTMs
	MSVD
	41.8
	–
	–
	60.1

	 	 	 	ActivityNet
	32.1
	–
	–
	25.7

	[35]
	2022
	CNN-LSTM
	MSVD
	43.7
	32.3
	68.8
	70.7

	[36]
	2022
	CNN-LSTM
	MSVD
	57.4
	36.9
	75.6
	98.1

	 	 	 	MSR-VTT
	46.5
	32.8
	55.8
	62.4

	[37]
	2021
	CNN-LSTM and RL
	MSVD
	52.3
	35.0
	71.9
	84.3

	MSR-VTT
	41.1
	27.5
	60.4
	47.0

	[38]
	2022
	CNN-GRU and RL
	MSVD
	52.5
	35.0
	72.4
	94.5

	MSR-VTT
	41.3
	28.7
	62.1
	53.8

	[40]
	2018
	CNN-LSTM and GAN
	MSVD
	42.9
	30.4
	–
	–

	MSR-VTT
	36.0
	26.1
	–
	–

	M-VAD
	–
	63.0
	–
	–

	MPII-MD
	–
	72.0
	–
	–


MSVD microsoft research video description, MSR-VTT microsoft research video to text, MPII-MD Max Planck Institute for Informatics-Movie Description



As illustrated in Table 2, the SVO template is the most widely used template in structured-template-based video captioning. However, presently, very few studies have used this approach owing to the low accuracy of the generated captions. According to the authors’ perspective, the structured-template-based approach tends to be more of a classification task than a captioning task. Thus, most of the current studies follow a free-template-based video captioning approach. Table 3 illustrates that the encoder–decoder technique is the most widely used in free-template-based video captioning studies, and it has achieved superior results compared with the others. Thus, according to the literature review, this study follows the free-template-based video captioning approach and uses an encoder–decoder technique.


Methodology
This section presents this study’s methodology, including the dataset used, keyframe and feature extraction phases, English and Arabic video captioning models, and the evaluation phase. Figure 2 shows the general architecture of the proposed method. The methodology of each phase is described in the following subsections.

[image: ]
Fig. 2Architecture of the proposed methodology


Dataset
This study used the MSVD dataset, which is the most widely used dataset for video captioning. MSVD is a general-domain video-captioning dataset that Microsoft provided in 2010. The videos in the dataset were gathered from YouTube and described by AMT workers. The original dataset contained 2089 videos and 85,550 English captions (with an average of 41 captions per video) [41]. Figure 3 shows a sample video and its associated captions.

[image: ]
Fig. 3Sample of reference captions of an MSVD video


The dataset used in this study contained 1970 videos and 80,827 captions. The lengths of the videos were between 1.7 and 60 s. Table 4 shows the statistics of the videos in the dataset. The video content varied, showing general activities, such as sports, cooking, and playing. Figure 4 shows a word cloud of the MSVD captions.

Table 4Video specifications of the MSVD dataset


	Metric
	Value

	Longest video
	60.03 s

	Shortest video
	1.74 s

	Maximum number of FPS
	59.92

	Minimum number of FPS
	6.0

	Maximum number of frames
	1799

	Minimum number of frames
	41





[image: ]
Fig. 4Word cloud of the MSVD dataset



Keyframe extraction
Video keyframe time- and content-based extractions are the two steps followed to achieve the study’s objective, which was to efficiently extract video keyframes at a low cost. Figure 5 shows the general workflow of the two steps. The following subsections describe each step’s methodology.

[image: ]
Fig. 5Overall architecture of keyframe extraction


Time-based phase
A frame is a single still image obtained from a series of still images in a video. A video generates 24–30 frames per second (FPS) [12]. Therefore, a short video (approximately 10–20 s) produces 240–480 frames at the minimum. Particularly, video frames in the MSVD dataset ranged from 41 to 1799, as shown in Table 4. Processing all the frame is expensive, particularly if they are duplicates. Furthermore, because each video in the MSVD dataset showed a single event, changes in the video over time were minimal. A sequence of five frames from a video is shown in Fig. 6. To remove duplicate frames in a simple and inexpensive way, several experiments were conducted during this phase (extracting 1 FPS, one frame every half second, and one frame every quarter second).

[image: ]
Fig. 6Sequenced frame similarities



Content-based phase
According to the time-based extracted keyframes, duplicate frames still exist, as shown in Fig. 6. Therefore, a content-based keyframe extraction phase must reduce duplication, processing time, and storage requirements. Various methods exist for extracting keyframes using the content. However, using the specifications of the dataset used (a few shots and one event per video), the authors believe that a similarity-based approach is appropriate for this phase. SSIM was used to extract keyframes for a classification task in [42], which is the underpinning method for this study. The method was used to extract video captioning keyframes during this phase. Therefore, several experiments were conducted to determine suitable similarity thresholds (70%, 80%, 90%, and 95%).
During this phase, the similarity between every two adjacent frames is calculated from one side (forward direction) using SSIM, as follows [43]:[image: $$SSIM\left(X,Y\right)= \frac{(2{\mu }_{X}{\mu }_{Y}+{C}_{1})(2{\sigma }_{XY}+{C}_{2})}{({{\mu }^{2}}_{X}+{{\mu }^{2}}_{Y}+{C}_{1})({{\sigma }^{2}}_{X}+{{\sigma }^{2}}_{Y}+{C}_{2})}$$]

 (1)



However, if the similarity between two adjacent frames is less than the threshold, both frames are considered keyframes; otherwise, the first frame is selected as a keyframe, and the second is ignored. This process continues until no adjacent frames are at least 90% similar. Figure 7 shows an example of the similarity-based keyframe extraction phase.

[image: ]
Fig. 7Architecture of similarity-based keyframe extraction phase



Feature extraction
To standardize the array size of the extracted features, the model feeds 40 frames from the extracted keyframes from the previous step (time- and content-based keyframe extraction) of each video into the visual geometry group 16 (VGG16), which is pre-trained on ImageNet [44]. However, the remaining space in the array is empty if the videos contain fewer than 40 keyframes.


Video captioning model
This study used the same model to perform video captioning in English and Arabic and adopted an encoder–decoder model, particularly the LSTM–LSTM [45] model, owing to its effectiveness in previous video captioning studies. LSTM is a type of RNN proposed in [46] containing a memory cell that maintains information for a long time to resolve the long-term dependency issue. The overall architecture of the training model is shown in Fig. 8.

[image: ]
Fig. 8Architecture of the training model [45]


Figure 8 shows the implemented architecture comprising two LSTM layers with different numbers of units. The first LSTM layer is used in the encoder to learn the structure of the video content, whereas the second layer is used in the decoder to learn the structure of the descriptive sentence. Forty extracted frames are fed sequentially into the LSTM cells in the encoder. Additionally, the output of each cell is input into the next cell. Finally, the last cell’s output, i.e., the “final state,” is inputted into the decoder. However, each decoder cell inputs one word of the caption from the training caption list, corresponding to the encoder frames.
Similarly for the training model, the generation model uses the LSTM in the encoder and decoder. Beam search [47] is a search method that uses conditional probability to select any number of proper sentences using a user-specified beam size k. Despite being slow, beam search was chosen because it generates optimal sentences according to some studies [33, 48]. As the first step in beam search, the likelihood of each token being the first term in a sentence is calculated. The k tokens with the highest likelihood are then selected. Similarly, the likelihood is calculated for each candidate token with all tokens to select the best combination of two sequence words. This process continues until the sentence ends with an <eos>, where the final candidate sentence is the one with the highest likelihood. Figure 9 shows the caption generation model’s architecture.

[image: ]
Fig. 9Architecture of the caption generation model



Evaluation approach
The proposed model was assessed from the perspectives of machine translation and video retrieval. This section describes the approaches used to address each aspect.
Machine translation-based approach
Similar to most video captioning studies, this study evaluated the proposed method using four machine translation metrics. First, this model was evaluated using bilingual evaluation understudy (BLEU) [49], which calculates common terms between reference and generated captions. The second is the metric for the evaluation of translation with explicit ORdering (METEOR) [50], which considers synonymy and stemming. The third metric is the recall-oriented oriented understudy of gisting evaluation (ROUGE) [51], which calculates the similarity of sequences between the reference and generated captions. The last is the image captioning metric, the consensus-based image description evaluation (CIDE-r) [52], which calculates the cosine similarity between reference and generated captions. The scalar value of BLEU is usually [0–100], METEOR and ROUGE are [0–1], and CIDE-r is from 0 to infinity. However, for clarity, this study normalized the results of the first three measures to be from 0 to 100.

Video retrieval-based approach
In addition to the machine translation-based evaluation, this study evaluated the proposed model based on video retrieval using the cosine similarity [53] between the retrieval query (ground truth) and video description (generated caption).


Experimental setup
This section describes the data preprocessing for the English and Arabic models. Furthermore, the data preparation and parameter settings used are presented.

Data preprocessing
The English dataset underwent two different types of preprocessing: all caption letters were converted into lowercase and all punctuation, including commas and full stops, were removed. For the Arabic experiment, the preprocessed English MSVD dataset mentioned in “Feature extraction” section was translated into Arabic because there is currently no Arabic video captioning dataset. As shown in Table 5, three Arabic-supported translators were compared: Google [54], MyMemory [55], and Bing [56]. Based on this comparison, the authors selected Google Translator because it outperformed the others in the translation of some vocabulary. For example, it perfectly translated “large flutelike instrument” and “paring” action as “تشبه الفلوت” and “يقشر” instead of “يقلص” or “يقلب”. Additionally, the Google Translator has been used in many studies, such as [57].

Table 5Comparison of Arabic-translated captions


	English sentence
	Translated caption in Arabic

	Google
	MyMemory
	Bing

	The lady cracked the egg in to the bowl
	كسرت السيدة البيضة في الوعاء
	السيدة كسرت البيضة في الوعاء
	قامت السيدة بتكسير البيضة في الوعاء

	A man is playing a large flutelike instrument
	رجل يعزف على آلة موسيقية كبيرة تشبه الفلوت
	رجل يعزف على آلة موسيقية كبيرة
	رجل يعزف على آلة كبيرة تشبه الفلوت

	A woman is frying onion pieces and adding shredded carrot
	امرأة تقلى البصل وتضيف جزرة مبشورة
	امرأة تقلى قطع البصل وتضيف الجزر المبشور
	امرأة تقلى قطع البصل وتضيف الجزر المبشور

	A person is paring an apple with a knife
	شخص يقشر تفاحة بسكين
	شخص يقلب تفاحة بسكين
	شخص يقلص تفاحة بسكين


The bold typeface indicates the correct translation, while bolditalic typeface indicates the incorrect ones




Dataset preparation
As mentioned previously, this study used the MSVD dataset containing 1970 videos. As in many earlier studies [33, 58–60], the dataset was randomly divided into training, validation, and testing sets with 1200, 100, and 670 videos, respectively. The English reference captions were between one and forty-five words long, whereas the Arabic captions ranged from one to forty-six words long. These differences in the lengths of the reference captions may have negatively affected the caption generation model. Therefore, this study conducted several experiments to identify the best range of training sentences for both the English and Arabic datasets. Finally, using most captions’ lengths, the model was trained on captions between six and thirty words, including the <bos> and <eos> tags. However, captions with fewer than 30 words were added.
The total number of trained English captions was 51,342, with 16–78 captions for each video. Particularly, 47,472 captions were included in the training set and 3870 in the validation set. Conversely, the Arabic dataset had a total of 37,313 with 6–63 reference captions for each video. The training set contained 34,477 captions, while the validation set contained 2836 captions. All captions were used as the testing set, regardless of the caption length. Table 6 shows the specifications of the English and Arabic datasets used in the study.

Table 6Dataset specifications


	Dataset split
	# of videos
	# of captions
	# of captions used (English experiment)
	# of captions used (Arabic experiment)

	Training
	1200
	49,142
	47,472
	34,477

	Validation
	100
	3990
	3870
	2836

	Testing
	670
	27,695
	27,695
	27,695

	Total
	1970
	80,827
	79,037
	65,008





Parameters settings
In the training step, the model was trained using the most common 6000 and 8000 tokenizers in the training set out of 9771 and 14,964 tokenizers in English and Arabic, respectively. Additionally, the LSTM encoder used 40 cells using the maximum number of trained frames, with 4096 features extracted from each frame. Conversely, the LSTM decoder used 30 cells with 6000 and 8000 tokens in English and Arabic, respectively. The batch size was set to 320. The adaptive moment estimation (Adam) algorithm [61] is an adaptive algorithm used with a learning rate of 0.0003. The experiments were conducted using Keras and TensorFlow. However, during the generation step, the model used the same encoder–decoder model with a beam search technique.


Results
This section presents the results of keyframe and feature extractions and video captioning models (English and Arabic). Moreover, a qualitative analysis and major findings are provided.
Keyframe extraction
As previously mentioned, the proposed keyframe extraction approach consists of time- and content-based phases. Time-based keyframe extraction effectively reduces the number of frames extracted. For example, the number of frames extracted at a rate of one frame every quarter of a second in the time-based phase was 43,097; 3,730; and 28,008 in 26, 3, and 25 min for training, validation, and testing, respectively. Similarly, content-based keyframe extraction with a threshold of 95 produced satisfactory frame-reduction results. For example, the number of extracted frames for the training, validation, and testing sets was 41,128; 3597; and 27,013, respectively. However, the processing time was lengthy, approximately 13 h, 41 min, and 15 h for training, validation, and testing, respectively. Table 7 compares the number of keyframes extracted using various thresholds for the original, time-, and content-based keyframe extractions. Table 8 shows the processing times for the original experiment and multiple experiments using the proposed time- and similarity-based keyframe extraction approaches (these experiments are referred as “proposed experiments” later in the text). Original experiment refers to the experiment in which all the frames of the videos were extracted as keyframes.

Table 7Number of extracted keyframes in the implemented experiments


	Criteria
	Training
	Validation
	Testing
	Total

	First experiment

	 Time-based 50
	21,248
	1843
	13,826
	36,917

	 Similarity-based 90
	19,499
	1744
	12,866
	34,109

	Second experiment

	 Time-based 25
	43,097
	3730
	28,008
	74,835

	 Similarity-based 90
	37,374
	3367
	24,669
	65,410

	Third experiment

	 Time-based 25
	43,097
	3730
	28,008
	74,835

	 Similarity-based 95
	41,128
	3597
	27,013
	71,738

	Original experiment
	304,564
	26,550
	210,752
	541,866





Table 8Processing time of the implemented experiments


	Criteria
	Training
	Validation
	Testing

	First experiment

	 Time-based 50
	15 m
	2 m
	14 m

	 Similarity-based 90
	6 h 3 m
	6 m
	2 h 35 m

	Second experiment

	 Time-based 25
	26 m
	3 m
	25 m

	 Similarity-based 90
	12 h 34 m
	1 h 12 m
	7 h 33 m

	Third experiment

	 Time-based 25
	26 m
	3 m
	25 m

	 Similarity-based 95
	13 h 16 m
	41 m
	15 h 4 m

	Original experiment
	46 m
	4 m
	40 m





Feature extraction
Although the number of extracted keyframes decreased because of the two keyframe extraction phases (time- and content-based), the processing time for feature extraction did not decrease. The processing times for feature extraction in the suggested and original experiments are shown in Fig. 10. As shown in the figure, the proposed experiments took longer to complete the feature extraction process compared with the time taken by the original experiment.

[image: ]
Fig. 10Comparison of the processing time of the proposed and the original feature extraction



Caption evaluation
This section introduces the results of the English and Arabic experiments using machine translation and video retrieval.
Machine translation-based approach
As discussed above, many experiments were conducted using different parameters during the keyframe extraction step. Table 9 compares the results of the proposed experiments with those of the original experiment, which used all the extracted frames. As shown in Table 9, the proposed experiments outperformed the original experiment in terms of at least two metrics. Notably, no experiment achieved better results than the others on all the metrics. Figure 11 shows a few English captions.

Table 9Evaluation of the performance in the English experiment


	 	Split
	B-4
	M
	R
	C

	1st experiment
	Training
	87.29
	53.47
	84.06
	192.97

	Validation
	50.47
	31.26
	63.91
	60.72

	Testing
	46.14
	30.97
	62.16
	59.32

	2nd experiment
	Training
	81.78
	49.03
	80.94
	168.65

	Validation
	49.47
	30.30
	62.32
	64.16

	Testing
	46.22
	30.99
	62.37
	61.33

	3rd experiment
	Training
	75.63
	44.82
	77.43
	141.20

	Validation
	46.39
	30.91
	63.49
	63.40

	Testing
	47.18
	30.46
	62.07
	59.98

	Original experiment
	Training
	77.45
	46.03
	78.50
	150.54

	Validation
	50.86
	31.45
	63.23
	66.98

	Testing
	46.96
	30.33
	62.17
	58.98


The bold typeface indicates the highest results obtained




[image: ]
Fig. 11Examples of English captions. The green and red fonts illustrate correct and incorrect descriptions, respectively


According to the results of the English experiments, the best results were achieved in the third experiment in terms of the number of extracted frames, processing time, and caption quality. Therefore, the Arabic experiment was conducted using the same parameters as in the third experiment. Table 10 shows the evaluation results of the proposed and original experiments in terms of all the four metrics. As shown, the proposed method outperformed the original methods for METEOR and CIDE-r. Figure 12 shows examples of captions generated by the Arabic model.

Table 10Evaluation of the performance in the Arabic experiment


	 	Split
	B-4
	M
	R
	C

	Proposed experiment
	Training
	54.54
	49.35
	69.40
	1125.85

	Validation
	22.36
	36.87
	46.79
	57.08

	Testing
	21.65
	36.30
	44.90
	45.52

	Original experiment
	Training
	51.83
	48.06
	67.74
	117.69

	Validation
	24.37
	36.91
	46.57
	59.15

	Testing
	22.46
	36.16
	45.60
	43.53


The bold typeface indicates the highest results obtained




[image: ]
Fig. 12Examples of Arabic captions. The green and red fonts illustrate correct and incorrect descriptions, respectively



Video retrieval-based approach
The third experiment in the English version included several video retrieval experiments with various thresholds. Additionally, two video retrieval experiments were conducted, one of which removed stop words from the similarity calculation, while the other considered them. The proportion of successful retrieval queries in both experiments is shown in Fig. 13. Figure 14 shows examples of successful retrieval queries.

[image: ]
Fig. 13Performance of English retrieval queries



[image: ]
Fig. 14Successful retrieval queries in English. The “user query” is the reference caption, while the “video description” is the model-generated caption. The “similarity” is the similarity rate between the two sentences


Similar to the English version, Fig. 15 shows the correct results for the Arabic version’s video retrieval queries. Figure 16 shows examples of successful video retrieval.

[image: ]
Fig. 15Performance of English retrieval queries



[image: ]
Fig. 16Arabic successful retrieval queries. The “user query” is the reference caption, while the “video description” is the model-generated caption. The “similarity” means the similarity rate between the two sentences




Qualitative analysis
Video captioning models face the challenge of specifying the main event in the video. Therefore, video captioning models sometimes generate accurate descriptions for the sub-events instead of the main event. For example, in Fig. 17, example (i), the proposed model described the video content as “elephant is walking.” This description is correct, but unlike most ground truths, the model did not describe the main event, “digging in the dirt” or “kicking up dust.” Similarly, example (ii) in Fig. 17 shows a dog; however, the Arabic model described the video as “a kid playing on the street,” “صبي يلعب على الطريق” and completely ignored the dog.

[image: ]
Fig. 17Different scenarios for the English and Arabic-generated captions



[image: ]
Fig. 18Examples of the effectiveness of the proposed model


However, the English captions of examples (iii) and (iv), which are “a man is dribbling a basketball” and “man is pouring sauce into a pot,” accurately provide specific descriptions. In example (iii), the model described the event using a specialized sports term, “dribbling,” instead of a typical one, such as “playing.” Similarly, in example (iv), the model described the object as “sauce” rather than a more typical term, such as “a liquid thing.” Furthermore, the Arabic model was successful in accurately describing some details, such as “التوابل” in example (v) and “الحقل” in example (vi).
Captions by the proposed model and ones from several existing studies are compared in Fig. 18. As shown in example (i), the caption of the proposed model accurately reflects the ground truth and the caption generated in [40], uses the GAN technique, and outperforms the caption generated using the LSTM model [62]. Furthermore, the caption in [35] mentioned a “camera” and “toy,” which do not appear in the video. Example (ii) shows how the proposed model successfully produced a suitable caption. The third example (iii) shows a “green tomato,” i.e., an unripe tomato. However, the proposed model did not identify the unripe tomato and instead described it as a “vegetable,” contrary to the description generated by the model in [57], which described it as an “onion.”

Major findings
The study findings can be summarized as follows:

	The proposed keyframe extraction method showed positive results in terms of METEOR, as shown in Table 9, which shows that all the proposed experiments outperformed the baseline. The authors attribute this performance to a reduction in the number of frames per event, reducing the bias for specific terms.

	While content-based keyframe extraction requires more time, it reduces storage costs while maintaining caption quality. Users should weigh the trade-off between time and cost when deciding to adopt this model.

	The model performance varied among videos; some videos were well described (as shown in Fig. 11). This result can be attribute to some subjects, actions, and objects frequently appearing in the training set, thus allowing the model to accurately describe them, while data that appeared less frequently resulted in lower performance. For example, the dataset had strong coverage of cooking-related actions such as cutting and slicing as well as cooking-related objects such as pans, pots, vegetables, and meat, leading to improved performance in these types of videos. Similarly, actions like “horse riding” and musical performances on instruments like the piano, flute, or guitar were well covered and described.

	Several studies have concluded that video captioning is suitable for video retrieval, and this study supports this conclusion by using both Arabic and English (refer to “Video retrieval-based approach” section).






Conclusion and future work
To improve video retrieval, a video captioning model capable of producing captions in Arabic and English was proposed in this study. The model achieved high accuracy using only a few keyframes. Both the English and Arabic models were suitable for video retrieval, with success rates of 67% and 40%, respectively. This model has potential applications in various fields, such as automating sports commentaries, converting movies into written works, generating security reports, and assisting visually impaired individuals to understand visual content. Despite its potential benefits, this study faced several challenges, such as the use of small datasets, the absence of preprocessed Arabic datasets, and the need for high computational resources. Future research needs to explore different parameters, such as batch size, learning rate, and number of encoder and decoder tokens, and use a variant size of the feature array using the video length to address these challenges. Additionally, the authors suggest that researchers can incorporate additional features, such as written text or audio, in videos to improve video captioning models, which might improve performance. Moreover, enlarging existing datasets or creating new ones can enhance video captioning models. Finally, the authors emphasize the need for concerted global research efforts to develop video captioning models for languages other than English.
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