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Abstract
The task of insights extraction from unstructured text poses significant challenges for big data analytics because it contains subjective intentions, different contextual perspectives, and information about the surrounding real world. The technical and conceptual complexities of unstructured text degrade its usability for analytics. Unlike structured data, the existing literature lacks solutions to address the usability of unstructured text big data. A usability enhancement model has been developed to address this research gap, incorporating various usability dimensions, determinants, and rules as key components. This paper adopted Delphi technique to validate the usability enhancement model to ensure its correctness, confidentiality, and reliability. The primary goal of model validation is to assess the external validity and suitability of the model through domain experts and professionals. Therefore, the subject matter experts of industry and academia from different countries were invited to this Delphi, which provides more reliable and extensive opinions. A multistep iterative process of Knowledge Resource Nomination Worksheet (KRNW) has been adopted for expert identification and selection. Average Percent of Majority Opinions (APMO) method has been used to produce the cut-off rate to determine the consensus achievement. The consensus was not achieved after the first round of Delphi, whereas APMO cut-off rate was 70.9%. The model has been improved based on the opinions of 10 subject matter experts. After second round, the analysis has shown majority agreement for the revised model and consensus achievement for all improvements that validate the improved usability enhancement model. The final proposed model provides a systematic and structured approach to enhance the usability of unstructured text big data. The outcome of the research is significant for researchers and data analysts.
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	Unable to comment

	KRNW
	Knowledge resource nomination worksheets




Introduction
The complexity of unstructured text on a technical and conceptual level makes effective data preparation essential for big data analytics. These complexities diminish the usability of unstructured text for big data analytics. The unstructured data usability problems are not effectively considered by the current approaches and techniques of big data analytics [1–4]. In other words, data delivery has been more focused, whereas the importance of data “use” has been considered less [5]. Most existing prescriptive and descriptive approaches for data usability only handle structured data [6, 7]. Further, the existing literature highlighted the significance of unstructured data usability during the preparation of data for analysis [2, 3]. To the best of our knowledge, the existing literature lacks structured and systematic solutions to enhance the usability of unstructured text.
Therefore, unstructured text usability has been addressed to fulfill the research gap, and a usability enhancement model has been developed using a systematic literature review (SLR) [6]. The SLR achieved the objective of investigating the unstructured text usability dimensions, addressing the usability problems with enhancement factors i.e. usability determinants, and formulating the usability rules based on the dimensions and determinants according to the problem at hand. The usability enhancement model comprising of the usability issues, key processes, usability improvement factors, and formulation of usability rules to address the usability of unstructured text in big data analytics is a significant contribution of this research. In order to address the usability of unstructured text in big data for better analytics, the proposed usability enhancement model considers “subjective intentions” as a major aspect and proposes a systematic approach.
In this paper, the usability enhancement model for unstructured text has been validated with the experts’ opinions using the Delphi technique. The validation of the model or framework refers to the evaluation procedure to judge fitness for the purpose [8]. It is an important way to measure the usefulness of a research outcome [9]. Further, the experts' opinion is one of the famous validation methods in qualitative research [10, 11]. The Delphi technique has been considered the most suitable method for gathering opinions from Subject Matter Experts [12–14]. Therefore, the usability enhancement model for unstructured text, its components, and its working have been validated using the Delphi technique to ensure the correctness of the model components and increase its confidence and reliability. The Subject Matter Experts from different countries have participated in different rounds of Delphi. The usability enhancement model has been revised and improved in rounds until a consensus has been reached. This research contributes to the literature with a validated model and systematic approach to enhance the usability of unstructured text for big data. The validated usability enhancement model provides a structured approach to address the usability issues of unstructured text considering subjective intentions.

Usability enhancement model
Data usability is a subjective dimension based on the user’s assessment to measure data usefulness [15]. It varies between different stakeholders’ requirements due to the various tasks and different interpretations of data values [16]. In this regard, topic reconceptualization for unstructured data usability has been used to identify three important aspects of unstructured data usability: addressing users’ needs, handling unstructured data issues, and the ability to make unstructured data usable [6]. Most of the literature is related to structured data usability. As structured and unstructured data are different in schema and structure, the usability dimensions are not usable in the same way [17]. However, the prominent existing literature has not adequately investigated these two aspects of data usability, i.e., addressing users’ needs and handling unstructured data issues. Likewise, the existing literature lacks unstructured text data usability enhancement strategies or determinants. Such limitations of the existing literature highlight the need to identify the usability dimensions for unstructured text data and investigate the usability enhancement factors.
Therefore, a systematic literature review has been conducted to identify unstructured data usability dimensions and determinants in big data text analytics [6]. The purpose of conducting SLR was to investigate the usability issues of unstructured text data in the big data analytics process and identify facilitating factors to enhance the usability of unstructured text data. Further, a usability enhancement strategy has been developed, and a usability enhancement model has been proposed based on the findings of SLR, as shown in Fig. 1. Three major components of the usability enhancement model have been identified from the findings of the SLR, which are usability dimensions, usability determinants, and usability rules [6].[image: ]
Fig. 1Unstructured text usability enhancement model [6]


The first component of the usability enhancement model, i.e., usability dimensions, comprised of two subcomponents, “usability issues” and “key processes”. Various usability issues have been identified and divided into three major categories such as data availability, relevance, and completeness. The results of the SLR also reveal that three key processes in the pipeline for big data analytics are where the observed usability problems occur, such as data extraction, transformation, and representation. One usability issue at the particular key process forms a usability dimension for unstructured text. For example, data availability at data extraction creates a usability dimension. The first subcomponent inputs usability issues, while the second subcomponent provides input in the form of process selection.
Based on the findings of SLR, the second major component of the usability enhancement model, usability determinants, has been derived. Different facilitating factors and their variants have been identified and divided into three categories of usability determinants such as context, structure, and semantics, as shown in Fig. 1. The findings of the SLR have demonstrated that various types of contextual information address users' requirements and understand data & user perspectives such as user context, data context, and domain knowledge. This contextual information in the data extraction process helps the user to identify useful information. Likewise, semantics has been identified as another usability determinant in this research that is helpful for the user to understand the meaning of text according to the surrounding scenario. The extraction of contextual, structural, and semantic information as usability determinants helps the user to make the unstructured text data usable. Therefore, these facilitating factors have been grouped as usability determinants and formulated as the second component of the model.
It has been analyzed from the findings of SLR that usability issues of unstructured text should be handled at the early stages of big data analytics to improve the efficiency of the analytics process. The identified facilitating factors are the determinants of usability to overcome the usability challenges of unstructured text. However, selecting appropriate usability determinants for the problem at hand is important. The relationships between usability dimensions and determinants have been assessed using the data retrieved from a few selected SLR studies. The synthesis identified the appropriate determinant(s) for each dimension. The findings on relationships between usability dimensions and determinants have been used to design the rules. These usability rules take inputs from the first component, i.e., usability dimensions, and the second component, i.e., usability determinants, and form the third component of the proposed model, as shown in Fig. 1.
Before formulating usability rules for a particular scenario, reference data needs to be identified according to the usability dimension such as input data issues and target output. However, the usability rules can be modified or generated according to the problem and task. The steps to formulate usability rules have been defined as follows:	1)
Select a usability dimension that deals with identifying the usability issue of unstructured text data and selecting key process.

 

	2)
Identify the reference data, which includes data issue and target.

 

	3)
Explore the appropriate variants of usability determinants from the main determinant.

 

	4)
Use the identified information to form the usability rules.

 




Based on the abovementioned steps, usability rules can be generated. For example, heterogeneity is the input issue for data availability at data collection from different sources. This indicates that the usability dimension will be ‘data availability at data collection’. The identification of reference data includes data issues, i.e., heterogeneity and target can be getting structured intermediate form of data. Based on the mapping from SLR, the usability determinant can be ‘context’ with two variants, i.e., data context and user context. Therefore, one example rule for this scenario can be “The relationship between data and user context should be identified to improve the data availability”.
Hence, the usability enhancement model for unstructured text data integrates the usability dimensions, determinants, and rules. The proposed model consists of three major components: usability dimensions that use usability issues and key processes as input, usability determinants that use inputs from context, structure, and semantics, and usability rules that use the outputs of the first two components as input. In this paper, the unstructured text usability enhancement model has been validated using experts’ opinions. The subsequent section presents a detailed discussion of the model validation process of this research.

Model validation
The Delphi technique has been considered a well-suited means of consensus-building to seek an opinion from a panel of experts [18]. It has been used widely in different research domains such as medical and healthcare, management sciences, social sciences, and many others [19–22]. It has also achieved popularity in information systems and software engineering research domains due to its relevance, support, suitability, and compliance with the nature of research studies conducted in these areas [23, 24]. It is an appropriate method to achieve the opinion of Subject Matter Experts and synthesize the experts’ opinions into a usable product [25, 26]. There is no standard procedure or variation in procedures of the Delphi, but there are four common characteristics of a Delphi such as anonymity, the number of rounds, controlled feedback, and data summary & analysis to generate valid results [27–29]. Further, Delphi invites experts from different locations to participate in this research rather than in-person interviews from specific countries. So, it is a viable tool for learning from highly experienced practitioners in the least amount of time. The Delphi technique has been considered appropriate to validate the usability enhancement model because it allows the experts to judge and evaluate the proposed model, guides them to identify the issues in the proposed solution, and achieves consensus concerning problem resolution [8, 30–32]. These factors and properties of the Delphi technique make it an appropriate and suitable method for the present research work according to its format and nature. The primary goal of adopting Delphi is to validate the proposed model until a consensus achievement.
Protocol design
At first, the Delphi protocol was designed to determine the expert selection criteria, sampling strategy, panel size, panel group, number of rounds, mode of interaction, initial questionnaire, data analysis method, and consensus measurement method. The experts have been selected based on these four fundamental requirements of knowledge, expertise, willingness, and communication skills [8, 33].
Following the guidelines, the Subject Matter Experts selection criteria for Delphi in this research have been defined as follows:	A high degree of knowledge and experience in the subject matter: Participants have experience in academics or industry but preferably both, at least in one of the following domains such as big data analytics, data science, data/text analytics, information extraction, text mining, or unstructured data analytics.

	The participants have peer-reviewed journal publications in the relevant field. The research interests of the participants include the area of big data analytics or field experience that must be relevant to big data analytics.

	Participants have the capacity and willingness to participate in this Delphi.

	Participants have enough time to participate in this Delphi.

	Participants have effective communication skills.




Other than the four fundamental requirements, extensive theoretical knowledge and industry experience should also be considered [34]. Therefore, this research has considered a heterogeneous group of panel experts. The preference has been given to the experts who have experience in both, i.e., academia and industry. Thus, the Subject Matter Experts in this Delphi belong to either academia or industry, or both.
The panel size of Subject Matter Experts is one of the major concerns in the Delphi technique. The size and constitution of the panel depend on the nature of the research and its dimensions [35]. There is no general agreement or consensus on the panel size for Delphi [33, 36]. Table 1 summarizes the sample sizes and panel groups used in different studies where the Delphi technique has been applied for model or framework validation. The potential sample size to validate the usability enhancement model has been selected based on the literature. The sample size of 8–15 has been considered a sufficient target sample size to conduct this Delphi. However, it has been taken care to include a maximum number of participants rather than restricting the sample size to a certain limit.Table 1Panel sizes for model/framework validation in Delphi studies


	Study
	Panel size
	Panel group

	[8]
	3
	Homogeneous

	[30]
	5
	Homogeneous

	[31]
	6
	Homogeneous

	[32]
	11
	Heterogeneous




Purposive snowball sampling has been used to identify the relevant experts based on the selection criteria and to access more experts using the social networks of identified experts [37, 38]. Electronic mail has been considered the most commonly used mode of interaction in Delphi due to its quick turnaround time and expediency [27, 39]. Also, the Subject Matter Experts in this Delphi belong to different countries, therefore, emails are considered a more suitable interaction mode. This Delphi has used an open-ended structured questionnaire in the initial round. The main purpose of adopting broad initial questions was to seek more insights and collective intelligence of the research participants on the topic [14, 28]. The number of rounds in the Delphi technique is variable and depends on the purpose of the research. Reaching consensus is considered the stopping criterion of any Delphi study [40]. This Delphi has used the consensus achievement method to determine the number of rounds for model validation. At each round of this Delphi, data has been collected from the experts, analyzed, and then consensus has been measured. The interviewing method has been used for data collection at each round of Delphi. The structured interview approach has been considered a well-designed and managed approach that maintains the focus of the participants in the particular area of discussion [41, 42] using an objectively designed questionnaire.
The systematic process of directed content analysis has been used to transform the level of abstraction from low to high and transcribe the interview data in all rounds [43]. The directed content analysis method is a deductive approach and is suitable when the categories are predetermined, and questions are targeted to explore the participants’ experience in a particular category [44, 45]. The outcome of directed content analysis provides supportive and non-supportive evidence for a theory [44, 45].
The consensus measurement methods include mean/median ranking, a certain level of agreement, the Average Percent of Majority Opinions (APMO), interquartile range, coefficient of variation, and post-group consensus [46]. The selection of appropriate consensus methods depends on the research problem, analysis results, and stopping criteria. In Delphi, where a certain level of agreement or disagreement is received in a predetermined range, the consensus is assumed to be achieved, known as APMO. This Delphi technique has used APMO method to produce the cut-off rate to determine the consensus achievement [46–49]. The APMO cut-off rate as a consensus method has been considered appropriate in this research due to its predetermined range as the directed content analysis determines the supportive and non-supportive responses.
The following formula has been used to determine the APMO cut-off rate for each round of the Delphi:[image: $$APMO = \frac{(Majority\,Agreements) + (Majority\,Disagreements)}{{Total\,Opinions}} \times 100$$]




There are different schools of thought on measuring the majority opinions for agreements or disagreement [50]. Usually, a majority is defined as a percentage above 50% [46, 50]. However, the level of agreement as a measure for the APMO cut-off rate is defined according to the requirements of analysis and research study [46, 51]. However, a higher number of majority agreements and stability in experts’ opinions are two important factors. Therefore, this Delphi used 80% for majority agreement and 20% for majority disagreements. This majority percentage has shown that the statements with more than 80% agreement score have majority agreed whereas the statements with more than 20% disagreement have considered majority disagreed.
In the APMO method, the consensus is defined as a percentage higher than the APMO cut-off rate. Statements that could not reach this APMO cut-off rate have been included in the next round of Delphi. The process continues until all statements reach the APMO cut-off rate. The process of APMO cut-off rate calculation and implementation, followed in this research is shown in Fig. 2. The responses from the expert panel have been coded as agreement, disagreement, and UAC (Unable to Comment) to determine the cut-off rate in each round. When a statement attained a percentage of agreement higher than the APMO rate, it has been considered that the consensus is achieved for the particular statement. Otherwise, the model was improved according to the opinions, and the next round of questionnaires was prepared.[image: ]
Fig. 2Consensus achievement process



Expert selection process—knowledge resource nomination worksheets (KRNW)
The selection of experts is an important step in the Delphi technique as it directly affects the quality of results [36]. Therefore, the guidelines by [33, 35] have been followed to identify the relevant experts for expert identification and selection. The experts who met the selection criteria have been identified and invited to participate in this Delphi. In alignment with the expert identification process [35, 52, 53], this Delphi follows a multistep iterative process to identify the experts according to the criteria known as Knowledge Resource Nomination Worksheets (KRNW). The process of KRNW comprises four steps, as shown in Fig. 3.[image: ]
Fig. 3KRNW steps and activities


Prepare KRNW
The primary purpose of KRNW is to make the expert identification and selection process systematic. KRNW sheets are helpful in categorizing and managing appropriate participants [35, 52, 53]. At the preparation stage, important high-level details have been mentioned without specifying an expert’s name.

Populate KRNW
The experts have been identified from three different sources: social media search, universities/industries, and literature, as shown in Table 2. Therefore, the initial worksheet has been populated with the names of identified experts from both industry and academia. Each source provided a list of experts. At first, the personal list of contacts was explored to find and fill the KRNW with experts’ names. Next, the experts who meet the selection criteria were identified through ResearchGate (www.​researchgate.​net), Google Scholar (www.​scholar.​google.​com), and LinkedIn (www.​linkedin.​com). Similarly, experts from different universities and research centers have been searched to identify the experts. The experts have also been selected from different journals of related literature. A total of one hundred and thirteen experts have been identified from all three categories of sources. Among these three categories, 88 experts have been identified from social media, 18 from organizations, and 23 are listed from the third category, i.e., literature. The experts overlapping in all three categories are ranked first, and experts overlapping in two categories ranked second and remaining are listed similarly. Hence, a total of 12 experts have been identified as first rank, 21 in the second rank, and the remaining 57 were ranked third. However, this ranking aimed to identify the most relevant and suitable experts without affecting the participation criteria.Table 2Expert identification


	Social media
	Organizations
	Literature

	1. ResearchGate
(www.​researchgate.​com)
2. Google Scholar (www.​scholar.​google.​com)
3. LinkedIn (www.​linkedin.​com)
4. Facebook (www.​facebook.​com)
	Universiti Teknologi Petronas, Universiti Malaya, Universiti Sains Malaysia, Universiti Teknologi MARA, Taylor's University, Universiti Malaysia Terengganu, National University of Science & Technology, University of Engineering & Technology, Government College University, COMSATS, University of Bahawalpur, University of Lahore, University of management and technology, University of Karachi
	1. List of corresponding and first authors from the identified relevant literature
2. Other experts from relevant journals such as the Journal of Big Data, IEEE Transactions of Big Data, Big Data Research, IEEE Access, Journal of Data and Information Quality, Big Data, Applied System Innovation, Data Science Engineering, Journal of Information and Knowledge Management Systems, Applied System Innovation





Nominate experts
After identifying relevant experts, an invitation letter describing the research study has been sent to 90 experts. As this study followed purposive snowball sampling, the experts were also asked to nominate experts in their circle. Twelve experts agreed to participate in the identified list of experts, whereas eight experts were excused to accept participation invitations due to their busy schedules. Two more experts were nominated by experts who agreed to participate. However, no response has been received from the remaining 68 experts invited to participate. Eventually, a list of a total of fourteen experts was prepared.

Ranking experts
The demographic information has been collected from the 14 experts. Later, two experts did not respond to the email or even reminders. Finally, the ranked list of 12 experts who agreed and fulfilled the expert selection criteria has been finalized, and the selected experts were informed.

Inviting the experts
The consent form has been sent to the participants for their honest appraisal and commitment. It has been mentioned in the invitation letter that participation is completely voluntary and will be kept anonymous. At this stage, two experts quit participation due to their busy schedules. Therefore, the first questionnaire has been sent to the ten experts for model validation.


Experts panel
According to the selection criteria, the experts' panel comprised researchers and/or academicians from the related domain. However, experts with industry and/or academic backgrounds have been preferred for fair and reliable results. Among the ten experts, two (E1 & E2) belong to the heterogeneous groups, i.e., having experience in both industry and academia. However, all experts belong to different geographical areas that generated more versatile results. The selected experts were highly skilled and experienced, with a minimum of 5 years and a maximum of thirty years of experience in the related field. They have a strong research profile of peer-reviewed journal articles in the relevant field of the present research. The names of the panel experts are kept confidential due to personal data protection and confidentiality. Therefore, codes have been given rather than names. Table 3 summarizes the profiles of the experts. The experts with industry backgrounds, E1 & E2, have thirteen years and eleven years of experience, respectively. At the time of the interview, E1 was serving as vice president in a data science consultancy and management company, whereas E2 in NASA and OnTrak was a senior data scientist. The experts with academic backgrounds include one professor, two associate professors, five assistant professors, and two senior lecturers. Experts from different countries like USA, Malaysia, Pakistan, Mauritius, UAE, UK, and Germany have shown interest, whereby 40% from Pakistan, 20% from Malaysia, 20% from the USA, 10% from Mauritius, and 10% from UAE have participated in this research.Table 3Profiles of expert panel of Delphi study


	Expert
	Position
	Country
	Background
	Experience in years
	Publication

	E1
	Vice President
	USA
	Industry
	13
	11

	Associate Professor
	Academia
	10

	E2
	Senior Data Scientist
	USA
	Industry
	11
	6

	Professor
	Academia
	23

	E3
	Senior Lecturer
	Mauritius
	Academia
	15
	5

	E4
	Associate Professor
	Malaysia
	Academia
	30
	20

	E5
	Assistant Professor
	Pakistan
	Academia
	16
	3

	E6
	Assistant Professor
	UAE
	Academia
	5
	20

	E7
	Assistant Professor
	Pakistan
	Academia
	6
	5

	E8
	Assistant Professor
	Pakistan
	Academia
	8
	6

	E9
	Assistant Professor
	Pakistan
	Academia
	13
	4

	E10
	Senior Lecturer
	Malaysia
	Academia
	12
	4





Delphi process
In this research, the Delphi process was completed in three steps: prepare & define, identify & invite, and collect & analyze, as depicted in Fig. 4. The Delphi protocol was developed at the first step of prepare & define, and the first questionnaire has been drafted. After completing the first step, the Subject Matter Experts were identified and invited according to the selection criteria and design considerations determined in the Delphi protocol using the KRNW process. The experts have been communicated to provide feedback on the proposed model following the interview questions. The collected data, i.e., experts’ opinions, have been stored, and the consensus has been measured in the third step. The statements of disagreements and improvement have been analyzed, and a questionnaire on the revised model was prepared for the next round of Delphi. This process continued until the consensus achievement for all the statements for the preliminary model and the model had been validated. The consensus has been achieved after the second round of this Delphi. Therefore, the improved model after round two was considered a validated and accepted model.[image: ]
Fig. 4Delphi process


The process to generate results from both rounds of Delphi has been discussed in the following subsections.
First round of Delphi
The feedback on an open-ended questionnaire from the expert panel has been analyzed using the directed content analysis method, as shown in Fig. 5. Deductive coding has been applied for predetermined codes and to identify new codes in directed content analysis. In the first step of preparation in directed content analysis, the key concepts have been identified from the first questionnaire for the preliminary model and turned into the initial codes. The interview transcripts, i.e., the questionnaire, have been used as a unit of analysis. The categorization matrix has been designed for the identified four main categories of questions and related subcategories [45, 54]. These categories include (1) identification of factors, (2) placement of factors in components, (3) identification of factors for usability rules, and (4) arrangement of components to formulate the model. A flat coding frame has been used in this round of Delphi as the specificity and importance of each node lie at the same level [55, 56]. The question categories have been used as node categories and questions under each category were used as codes. The supportive experts’ responses (agreements) have been coded under the relevant code whereas the disagreement and UAC statements have not been coded. However, new codes from agreements and disagreements were identified and stored under related categories.[image: ]
Fig. 5Directed content analysis process. Source: [45, 54]


At the second step of analysis i.e., organization, the categories and codes from the questionnaire have been identified and stored in NVivo. The responses of ten experts were stored in NVivo for analysis, the case nodes were examined to find patterns, and data was coded based on a prior coding scheme. New codes have also been identified and stored under relevant categories. In the reporting phase, the results of the first Delphi round have been presented and data for the second round has been collected. Then APMO as the consensus method to measure the agreements and disagreements has been applied, as discussed in Section. “First Round of Delphi”.

Second round of Delphi
In the second round of this Delphi, the second-round questionnaire has been prepared according to the improvements in the model in the first round of Delphi. The second-round questionnaire included questions related to all four categories where consensus was not achieved in the first round. The experts of the first round were requested again to participate in the second round of Delphi, whereas nine experts out of ten participated in this round. The results of the first round and revised model have been shared with the expert panel along with the second-round questionnaire. The participants have been requested to provide in-depth responses to the open-ended questions according to their perception, knowledge, and experience.
All responses from the expert panel on the second-round questionnaire have been then reviewed for completeness and accuracy and stored in a secured storage location. The responses of experts have been analyzed to identify the disagreements and improvements suggested. Further, the analysis of the second round has been conducted based on the prior coding in NVivo, and the APMO cut-off rate has been applied as a consensus measurement method. The results of the second round have been discussed in Section. “Second Round of Delphi”.



Results and discussion
This section presents the results of both rounds of Delphi to validate the proposed usability enhancement model.
First round of Delphi
The feedback of the experts has been analyzed for all four categories of questions in the first round questionnaire, and it has been determined whether the consensus has been achieved. The responses under the agreement category have been coded in NVivo for the predetermined list of codes whereas the disagreements have been listed to calculate the majority of disagreements for APMO. The questions with 80% or above agreement have been counted as majority agreements, while the questions with more than 20% disagreement have been added to the majority disagreements. Then, the majority agreements, disagreements, and total opinions were summed up to measure the APMO cut-off rate.
Based on the findings, 199 majority agreements while 13 majority disagreements have been received. Regardless of the majority agreements and disagreements, 299 total experts' opinions have been received. APMO cut-off rate for the first round of Delphi has been calculated i.e. 70.9%, as presented in Table 4. The APMO rate shows that if the percentage of agreements for each question is greater than 70.9%, then it is considered that consensus has been reached.Table 4APMO measurement for Delphi round one


	Total majority agreements
	199

	Total majority disagreements
	13

	Total opinions
	299

	APMO cut-off rate
	 = [(199 + 13)/299]*100 = 70.9%




Based on the APMO cut-off rate, a consensus has been measured for each question, as presented in Table 5.Table 5Results of the first round


	Questions
	Agreed
	Disagreed
	UAC
	O
	C

	#
	%
	#
	%
	#
	%

	Identification of factors

	 Availability as a usability issue
	10
	100
	0
	0
	0
	0
	10
	Yes

	 Relevance as a usability issue
	7
	70
	3
	30
	0
	0
	10
	No

	 Completeness as a usability issue
	8
	80
	2
	20
	0
	0
	10
	Yes

	 Extraction as a key process
	8
	80
	2
	20
	0
	0
	10
	Yes

	 Transformation as a key process
	10
	100
	0
	0
	0
	0
	10
	Yes

	 Representation as a key process
	8
	80
	0
	0
	2
	20
	8
	Yes

	 Context as a usability determinant
	9
	90
	1
	10
	0
	0
	10
	Yes

	 Structure as a usability determinant
	10
	100
	0
	0
	0
	0
	10
	Yes

	 Semantics as usability determinant
	9
	90
	1
	10
	0
	0
	10
	Yes

	Placement of factors

	 Availability in model
	8
	80
	2
	20
	0
	0
	10
	Yes

	 Relevance in model
	9
	90
	1
	10
	0
	0
	10
	Yes

	 Completeness in model
	9
	90
	1
	10
	0
	0
	10
	Yes

	 Extraction in model
	9
	90
	1
	10
	0
	0
	10
	Yes

	 Transformation in model
	10
	100
	0
	0
	0
	0
	10
	Yes

	 Representation in model
	9
	90
	1
	10
	0
	0
	10
	Yes

	 Context in model
	8
	80
	2
	20
	0
	0
	10
	Yes

	 Structure in model
	9
	90
	1
	10
	0
	0
	10
	Yes

	 Semantics in model
	8
	80
	1
	10
	1
	10
	9
	Yes

	Formulation of usability rules

	 Determinants for dimensions
	64
	71
	0
	0
	18
	20
	72
	Yes

	Arrangement of model components

	 Arrangement of usability issues
	6
	60
	4
	40
	0
	0
	10
	No

	 Arrangement of key processes
	7
	70
	3
	30
	0
	0
	10
	No

	 Formulation of usability dimensions
	8
	80
	2
	20
	0
	0
	10
	Yes

	 Arrangement of usability determinants
	8
	80
	2
	20
	0
	0
	10
	Yes

	 Formulation of usability determinant
	7
	70
	3
	30
	0
	0
	10
	No


O Total Opinions, C Consensus Achieved?



According to the results of the first round, the components of the model that could not reach a consensus have been improved and validated again after revision in the second round of Delphi. The experts' opinions on the first round questionnaire are discussed in the subsequent sections based on the results given in Table 5.
Identification of factors
This category of questions investigated the correctness of identified usability issues, key processes, and determinants. Out of ninety responses from experts on the identification of factors (usability dimensions and determinants), eighty-eight responses have been coded whereas two responses were UAC. The agreements have been added to the predetermined codes in NVivo whereas the disagreements have not been coded.
Data availability, data relevance, and data completeness were three usability issues identified as unstructured text challenges in big data analytics [6]. Experts’ opinion was collected on the correct identification of these usability issues. All experts agreed with the data availability issues of unstructured text data in the analytics process. Seven out of ten experts agreed on the data relevance issues, whereas three experts disagreed. Similarly, the data completeness issue of unstructured data has been approved by eight experts as a usability issue.
Furthermore, three key processes have been identified along with usability issues to form usability dimensions for unstructured text in big data analytics such as extraction, transformation, and representation [6]. Eight of ten experts agreed with data extraction as a key process in the analytical pipeline. It has been accepted that extracting the useful and discarding the useless data is vital to improve the usability of unstructured data. In the case of the identification of data transformation as a key process, all experts agreed that the effective transformation of unstructured text into a usable form is important to improve the process of analytics. It has been analyzed from the opinion of eight experts that effective data representation is equally important as data extraction and transformation whereas two UAC responses were received as two experts did not respond to these questions. As presented in Table 5, it has been inferred that the identification of all three key processes has achieved the consensus. However, a consensus was not achieved for data relevance as a usability issue, whereas the remaining two usability issues, availability, and completeness, have achieved the consensus. Therefore, all the questions regarding the identification of factors for the proposed model have been approved by the experts except ‘relevance’. The responses from the experts on this node have been analyzed. It has been stated by E2, “no, the irrelevant data can be filtered during feature extraction”. Also, E5 mentioned, “not too much because if irrelevant data is present, we can further clean it and it might be possible it is useful as well”. E6 stated in the expert opinion that “I think relevance could have two dimensions, i.e., from a user perspective and available data perspective”.
Experts' opinions have shown that irrelevant data needs to be filtered, and it requires an effort to make it usable. Considering these aspects, the relevance could have two perspectives i.e. data perspective and user perspective. Therefore, the component “usability issues” in the proposed model has been improved with two subcategories of relevance and illustrates the change in the respective subcomponent. The experts’ opinions on the identification of usability determinants have been collected and analyzed, as presented in Table 5. In the opinion of all experts except E4, context and its variants significantly influence the enhancement of unstructured text usability. E4 mentioned, “different types of context might end up in failure of data integrity in final structured data”. The usability of data highly depends on the user’s requirements. However, integrity is a significant constraint to be considered while improving usability when integrating data. In this regard, usability rules should be designed accordingly after considering all the constraints to overcome such issues. The responses also indicated that all experts agree with the structure as a usability determinant. For semantics as a usability determinant, nine experts agreed that semantics significantly addresses usability issues. However, no explanation has been provided for one disagreement. The analysis of experts' opinions has shown that consensus has been achieved for the identification of all usability determinants. Therefore, no improvements/revisions were required in this component.

Placement of factors
This category of questions dealt with the appropriate placement of identified factors into the components. The responses of ten experts on nine questions of this category have been coded and summarized in Table 5. The effective characterization of data availability has been approved by the eight experts, while two experts disagreed. One reason for disagreement was presented as “must add some subprocess for handling data scalability”. The response has been coded as disagreement and a subprocess of data scalability has been added. Nine positive and one negative response have been received for the data relevance usability issue from E3 such as, “no, there is no significant correlation/association”. It is mentioned that relevance had not been significantly represented in terms of usability in the proposed model. Similarly, nine agreements and one disagreement have been received for data completeness as a usability issue in the proposed model. It was mentioned in the answer that data completeness has not been significantly described in the model.
In response to the placement of data extraction and data representation as key processes, nine positive and one negative feedback have been received. All experts agreed that usability issues during the transformation process would show an affirmative impact on usability enhancement in the model. Eight out of ten respondents agreed with the organization of usability determinants in the model, as presented in Table 5. It has been agreed by nine out of ten experts that the proposed model identified the role of structure for unstructured data significantly in terms of data usability. Similarly, eight positive responses have been received from the ten experts about the role of semantics as a usability determinant in the proposed model. One disagreement and one UAC have also been received. A consensus has been achieved for the placement of all the usability dimensions and determinants in the proposed model. Therefore, no improvements were required for this category.

Formulation of usability rules
Different usability determinants with variants are required for each dimension to formulate usability rules. This category of questions dealt with validating identified usability dimensions for each determinant. A total of eight responses have been received for the questions in this category, while two experts mentioned UAC for this part, as shown in Table 6. From the remaining eight responses, experts agreed with the determinants for dimensions 1, 4, 5, and 9. However, disagreement with the suggestion has been provided for 2, 3, and 8, whereas the remaining responses have been added to the disagreement for APMO. The suggested determinants for dimensions 2 and 8 are context and structure with semantics instead of proposed determinants such as context and structure. Similarly, the proposed determinants for dimension 3 are context and semantics, while adding structure to this dimension was suggested. The suggestions have been added to the usability rules. Based on the APMO cut-off rate, it has been analyzed that consensus has been achieved for the formulation of usability rules, as presented in Table 6. So, no further improvements were required. However, the suggestions of experts are added to the findings for usability rule formulation.Table 6Number of agreements, disagreements, and UAC for ‘formulation of usability rules’


	Usability dimension
	Usability determinants
	Expert opinion

	Agree
	Disagree
	UAC

	1
	Availability
	Extraction
	Context
	8
	0
	2

	2
	Transformation
	Structure, Context
	6
	2
	2

	3
	Representation
	Context, Semantic
	6
	2
	2

	4
	Relevance
	Extraction
	Context
	8
	0
	2

	5
	Transformation
	Structure, Semantic
	8
	0
	2

	6
	Representation
	Context, Semantic
	7
	1
	2

	7
	Completeness
	Extraction
	Context
	6
	2
	2

	8
	Transformation
	Structure, Context
	7
	1
	2

	9
	Representation
	Context, Semantic
	8
	0
	2





Arrangements of model components
Based on the APMO cut-off rate, it has been analyzed that consensus has not been achieved for the questions on the arrangement of components, as presented in Table 5. It has been analyzed that four experts did not agree with the arrangement of modules in the proposed model. E2 mentioned that scalability is an important usability issue that should be added to the existing list of usability issues. Similarly, it has been suggested by E5 that “there should be a correctness module added in the data usability issues which are related to the veracity of data”. Therefore, these two usability issues have been added to the subcomponent ‘usability issues’. An iconic pictorial representation of each usability issue, as recommended by E10, has also been added. The icons for each usability issue have been designed using icons, symbols, and shapes from Microsoft Word. Based on the experts’ opinions about the subcomponent’s ‘usability issues’, the subcomponent has been redesigned.
The consensus on the ‘arrangement of key processes’, was not achieved. Two experts E3 and E8 suggested that data extraction is not an appropriate word to reflect its function, commenting as “extraction may involve extracting useful information from the data for better analysis. Collecting data from different resources is not extraction rather than it’s the collection of data”. Therefore, the data extraction key process has been replaced with the data collection. As mentioned earlier, E10 recommended including pictorial icon representation for each key process. Therefore, considering all three suggestions, the key processes subcomponent of the proposed model has been revised. The consensus for questions regarding the formulation of usability dimensions has been achieved. The formulation of usability dimensions comprised of two subcomponents i.e. usability issues and key processes. However, consensus was not achieved for these two subcomponents. The disagreements on the formulation of these two subcomponents as usability dimensions have been considered for improvement. It has been analyzed that there was a need to improve the input flow in the usability dimensions component. A usability issue and a key process make one usability dimension. There were two parallel inputs from 'usability issues' and 'key process' in the proposed model. However, it should be in a flow to select one usability issue and then a key process. Considering this expert opinion, the usability dimensions component of the proposed model has been improved, as shown in Fig. 6. Moreover, highlighting some usability dimensions as examples would enhance its understandability, as suggested in expert opinion, has also been considered in model revision.[image: ]
Fig. 6Revised component ‘usability dimensions’


The arrangement and formulation of usability determinants received disagreements from four experts. The inputs and outputs of the subcomponents were required to improve. Two experts have strongly suggested that the selection of variants of determinants should easily be understood as the determinants might vary among users and tasks. It has also been analyzed that the ability of existing tools to manipulate data is required to implement determinants. Therefore, it has been added to the usability determinants component.
Furthermore, mentioning the variants of usability determinants in the corresponding subcomponent strengthens its understandability, as recommended by E10. Also, E10 mentioned that there should be a pictorial representation for each usability determinant. Considering the experts' opinions, the usability determinants component has been further improved, as shown in Fig. 7.[image: ]
Fig. 7Revised component ‘usability determinants’




Revised model
Based on the analysis results of experts’ opinions, the proposed model was revised, as shown in Fig. 8. The second round of Delphi was initiated to validate the revised model.[image: ]
Fig. 8Revised model after the first round of Delphi



Second round of Delphi
The feedback from nine experts has been collected and analyzed to verify the consensus achievement. Applying APMO as a consensus measurement method for the second round as well, the responses of experts have been categorized into agreement, disagreement, and UAC. The number of majority agreements and disagreements has been calculated for each question and divided by total opinions to measure the consensus.
Table 7 presents the APMO cut-off rate for the second round. Based on the APMO cut-off rate, it has been determined whether the revised model has achieved the consensus.Table 7APMO measurement for Delphi second round


	Total majority agreements
	117

	Total majority disagreements
	0

	Total opinions
	117

	APMO cut-off rate
	100%




The APMO rate for the second round was 100% to measure the consensus. The APMO rate has shown that if the percentage of 'agreement' for each question is 100%, it would be considered as the consensus has been reached. The APMO rate for consensus measurement has been applied to the questions, and the results have been determined, as presented in Table 8. According to the results, the consensus was achieved for each of the statements of modifications in the model. Therefore, based on the first round results, the revised model has been considered a usability enhancement model.Table 8Results of the second round


	Questions
	No
	Agreed
	Disagreed
	UAC
	O
	C

	#
	%
	#
	%
	#
	%

	Scalability as a usability issue
	M1
	9
	100
	0
	0
	0
	0
	9
	Yes

	Correctness as a usability issue
	M2
	9
	100
	0
	0
	0
	0
	9
	Yes

	Relevance sub-dimensions
	M3
	9
	100
	0
	0
	0
	0
	9
	Yes

	Pictorial icons of usability issues
	M4
	9
	100
	0
	0
	0
	0
	9
	Yes

	Extraction is replaced by a collection
	M5
	9
	100
	0
	0
	0
	0
	9
	Yes

	Pictorial icons for key processes
	M6
	9
	100
	0
	0
	0
	0
	9
	Yes

	Change in flow in usability dimensions
	M7
	9
	100
	0
	0
	0
	0
	9
	Yes

	Mentioning example usability dimensions
	M8
	9
	100
	0
	0
	0
	0
	9
	Yes

	Change in flow in usability determinants
	M9
	9
	100
	0
	0
	0
	0
	9
	Yes

	Consideration of different perspectives
	M10
	9
	100
	0
	0
	0
	0
	9
	Yes

	Pictorial icons for usability determinants
	M11
	9
	100
	0
	0
	0
	0
	9
	Yes

	Mention variants in the respective module
	M12
	9
	100
	0
	0
	0
	0
	9
	Yes

	Addition of existing tools capability
	M13
	9
	100
	0
	0
	0
	0
	9
	Yes


O Total Opinions, C Consensus achieved?



According to the results, the consensus was achieved for each of the statements of modifications in the model. Therefore, based on the results of the first round, the revised model has been considered a usability enhancement model, as shown in Fig. 8.


Validated model
This section presents the results after model validation in relevance to the usability enhancement of the unstructured text data. The usability enhancement model was revised using Delphi. Two more usability issues of unstructured text have been identified. Therefore, five usability issues of unstructured text have been identified: data availability, data relevance, data completeness, scalability, and data correctness. These usability issues occur in the first three phases of the big data analytics process such as data collection, transformation, and representation. These findings formed usability dimensions with two subcomponents: usability issues and key processes. Further, this research validated the identification of three usability determinants with various variants for unstructured text data. The third component of the usability enhancement model, usability rules formulation, has been derived based on mapping usability dimensions and determinants. The revised model has been considered validated because the consensus was achieved after the second round of Delphi, as shown in Fig. 8.
The usability enhancement model for unstructured text in big data provided a strategy for data analysts and scientists to use unstructured data according to their requirements. The three fundamental components of the model provide the basis for the usability enhancement for big data analytics according to the usage context. However, users can formulate their own usability rules according to their requirements. In this regard, the fundamental need is to identify the usability dimension and appropriate usability determinant(s) and map both to make unstructured data usable.
Unstructured text can also be found in manufacturing companies, factories, and even in class notetaking. The industries where a huge volume of unstructured data is being generated and stored, find it difficult to locate the required data such as newspapers, blogs, healthcare, medical reports, social media data, and many more. With the huge volume of unstructured data, companies find it difficult to make this data usable. In this regard, this research explains how the use of unstructured data is enhanced. The proposed model applies to different domains such as automatic news summarization, customer care systems/ customer complaints response, and extracting relevant data from electronic health records and medical reports.

Conclusion and future work
This paper presents the validation process for the usability enhancement model, developed using SLR. The Delphi technique is adopted to validate the proposed model. The findings of Delphi have shown that the results of Delphi support the results of qualitative synthesis of SLR. The proposed model has been revised according to the feedback of subject matter experts. The consensus has been achieved after the second round of Delphi and the revised model after the second round has been considered validated. The results of Delphi added new themes to the existing themes, identified in the SLR. It has been observed that the feedback of the subject matter experts was aligned with the findings of SLR. Therefore, the usability enhancement model is suitable and applicable to industries where unstructured text is generated in huge volumes. The usability enhancement model provides a strategy for big data analytics to unlock significant values from unstructured text according to the users' requirements.
This existing work will be extended further with case studies to generate an in-depth and extensive understanding of the implementation of the proposed solution. These case studies can be implemented in various domain-specific and general disciplines where data is generated and stored in free text form such as healthcare, social media, e-governments, banking, and alike. The proposed usability enhancement model is limited to unstructured free text, whereas unstructured big data is available in many formats. Therefore, it is planned to conduct detailed investigations on the usability enhancement of other unstructured data types such as images and videos in the future. The usability enhancement of images and video data is a potential research area as a huge volume of this data is generated daily, especially on social media.
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