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Abstract
The recent advances of e-commerce and e-payment systems have sparked an increase in financial fraud cases such as credit card fraud. It is therefore crucial to implement mechanisms that can detect the credit card fraud. Features of credit card frauds play important role when machine learning is used for credit card fraud detection, and they must be chosen properly. This paper proposes a machine learning (ML) based credit card fraud detection engine using the genetic algorithm (GA) for feature selection. After the optimized features are chosen, the proposed detection engine uses the following ML classifiers: Decision Tree (DT), Random Forest (RF), Logistic Regression (LR), Artificial Neural Network (ANN), and Naive Bayes (NB). To validate the performance, the proposed credit card fraud detection engine is evaluated using a dataset generated from European cardholders. The result demonstrated that our proposed approach outperforms existing systems.
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Introduction
In the last decade, there has been an exponential growth of the Internet. This has sparked the proliferation and increase in the use of services such as e-commerce, tap and pay systems, online bills payment systems etc. As a consequence, fraudsters have also increased activities to attack transactions that are made using credit cards. There exists a number of mechanisms used to protect credit cards transactions including credit card data encryption and tokenization [1]. Although such methods are effective in most of the cases, they do not fully protect credit card transactions against fraud.
Machine Learning (ML) is a sub-field of Artificial Intelligence (AI) that allows computers to learn from previous experience (data) and to improve on their predictive abilities without explicitly being programmed to do so [2]. In this work we implement Machine Learning (ML) methods for credit card fraud detection. Credit card fraud is defined as a fraudulent transaction (payment) that is made using a credit or debit card by an unauthorised user [3]. According to the Federal Trade Commission (FTC), there were about 1579 data breaches amounting to 179 million data points whereby credit card fraud activities were the most prevalent [4]. Therefore, it is crucial to implement an effective credit card fraud detection method that is able to protect users from financial loss. One of the key issues with applying ML approaches to the credit card fraud detection problem is that most of the published work are impossible to reproduce. This is because credit card transactions are highly confidential. Therefore, the datasets that are used to develop ML models for credit card fraud detection contain anonymized attributes. Furthermore, credit card fraud detection is a challenging task because of the constantly changing nature and patterns of the fraudulent transactions [5]. Additionally, existing ML models for credit card fraud detection suffer from a low detection accuracy and are not able to solve the highly skewed nature of credit card fraud datasets. Therefore, it is essential to develop ML models that can perform optimally and that can detect credit card fraud with a high accuracy score.
This research focuses on the application of the following supervised ML algorithms for credit card fraud detection: Decision Tree (DT) [7], Random Forest (RF) [8], Artificial Neural Network (ANN) [12], Naive Bayes (NB) [11] and Logistic Regression (LR) [6]. ML systems are trained and tested using large datasets. In this work, a credit card fraud dataset generated from European credit cardholders is utilized. Oftentimes, these datasets may have many attributes that could have a negative impact on the performance of the classifiers during the training process. To solve the issue of a high feature dimension space, we implement a feature selection algorithm that is based on the Genetic Algorithm (GA) [25] using the RF method in its fitness function. The RF method is used in the GA fitness function because it can handle a large number of input variables, it can automatically handle missing values, and because it is not affected by noisy data [9].
The reminder of this paper is structured as follows. The second section provides an overview of the classifiers that are used in this research. Section III provides a literature review of similar work. Section IV provides the details of the dataset used in this research. Section V outlines the GA algorithm. Section VI. explains the architecture of the proposed system. We conduct the experiments in Section VII. The conclusion is presented in Section VIII.
Classifiers
Logistic regression
The Logistic Regression (LR) classifier, sometimes referred to as the Logit classifier, is a supervised ML method that is generally used for binary classification tasks [6]. LR is a special type of linear regression whereby a linear function is fed to the logit function.[image: $$\begin{aligned} y&amp;= &amp; {} \alpha _0 + \alpha _1 X_1 + \alpha _2 X_2 + \cdots+ \alpha _n X_n \end{aligned}$$]

 (1)


[image: $$\begin{aligned} q= &amp; {} \frac{1}{1 + e^{-y}} \end{aligned}$$]

 (2)


where the value of q will be between 0 and 1. q is the probability that determines the prediction of a given class. The closer q is to 1, the more accurately it predicts a particular class.
Decision trees and random forest
Decision Tree (DT) is a supervised ML based approach that is utilized to solve regression and classification tasks. A DT contains the following types of nodes: root node, decision node and leaf node. The root node is the starting point of the algorithm. The decision node is a point whereby a choice is made in order to split the tree. A leaf node represents a final decision [7]. The RF method conducts its predictions by using an ensemble of DTs [8]. In the RF, a decision is reached by majority vote. The following is a mathematical definition of the RF [10]:
Given a number of trees k, a RF is defined as, RF = [image: $${ \{g(X, \theta _k) \} }$$], where [image: $$\{\theta _k \}$$] represents independent identically distributed trees that cast a vote on input vector X. The label with the most votes is the prediction.
Naive Bayes
The Naive Bayes (NB) is a supervised ML technique that is based on Bayes’ theorem. The NB method assumes the independence of each pair of attributes when provided with the dependant variable (the class). In this research, the Gaussian NB (GNB) classifier was used. With the GNB, we assume that the probability of the attributes is Gaussian as explained in Equation (3).[image: $$\begin{aligned} P (x_n | y) = \frac{1}{\sqrt{2 \pi \alpha _y^2}} exp \left( - \frac{(x_n - \beta _y)^2}{2 \alpha _y^2} \right) \end{aligned}$$]

 (3)


where [image: $$\beta _y$$] and [image: $$\alpha _y$$] are computed using the maximum probability.
Artificial Neural Network
Artificial Neural Network (ANN) is a supervised ML method that is inspired from the inner workings of the human brain. The simplest ANN have the following basic structure: an input layer, one hidden layer and an output layer. The input layer size is based on the number of features in a given dataset. The hidden layer size can be varied based on the complexity of a task and the output layer size depends on the type of problems to be solved. The most basic component of an ANN is a node or neuron. In this research, we consider feed forward ANNs. Therefore, the information flows in one direction (from its input to its output) through a neuron [12]. Figure 1 depicts a graphical representation of a simple ANN with 3 nodes in the input layer, a hidden layer with 4 nodes and an output layer with 1 node.[image: ]
Fig. 1ANN


Related work
In ref. [13], the authors implemented a credit card fraud detection system using several ML algorithms including logistic regression (LR), decision tree (DT), support vector machine (SVM) and random forest (RF). These classifiers were evaluated using a credit card fraud detection dataset generated from European cardholders in 2013. In this dataset, the ratio between non-fraudulent and fraudulent transactions is highly skewed; therefore, this is a highly imbalanced dataset. The researcher used the classification accuracy to assess the performance of each ML approach. The experimental outcomes showed that the LR, DT, SVM and RF obtained the following accuracy scores: 97.70%, 95.50%, 97.50% and 98.60%, respectively. Although these outcomes are good, the authors suggested that the implementation of advanced pre-processing techniques could have a positive impact on the performance of the classifiers.
Varmedja et al. [14] proposed a credit card fraud detection method using ML The authors used a credit card fraud dataset sourced from Kaggle [19]. This dataset contains transactions made within 2 days by European credit card holders. To deal with the class imbalance problem present in the dataset, the researcher implemented the Synthetic Minority Oversampling Technique (SMOTE) oversampling technique. The following ML methods were implemented to assess the efficacy of the proposed method: RF, NB, and multilayer perceptron (MLP). The experimental results demonstrated that the RF algorithm performed optimally with a fraud detection accuracy of 99.96%. The NB and the MLP methods obtained accuracy scores of 99.23% and 99.93%, respectively. The authors concede that more research should be conducted to implement a feature selection method that could improve on the accuracy of other ML methods.
Khatri et al. [15] conducted a performance analysis of ML techniques for credit card fraud detection. In this research, the authors considered the following ML approaches: DT, k-Nearest Neighbor (KNN), LR, RF and NB. To assess the performance of each ML method, the authors used a highly imbalanced dataset that was generated from European cardholders. One of the main performance metric that was used in the experiments is the precision which was obtained by each classifier. The experimental outcomes showed that the DT, KNN, LR, and RF obtained precisions of 85.11%, 91.11%, 87.5%, 89.77%, 6.52%, respectively.
Awoyemi et al. [16] presented a comparison analysis of different ML methods on the European cardholders credit card fraud dataset. In this research, the authors used an hybrid sampling technique to deal with the imbalanced nature of the dataset. The following ML were considered: NB, KNN, and LR. The experiments were carried out using a Python based ML framework. The accuracy was the main performance metric that was utilized to assess the effectiveness of each ML approach. The experimental results demonstrated that the NB, LR,and KNN achieved the following accuracies, respectively: 97.92%, 54.86%, and 97.69%. Although the NB and KNN performed relatively well, the authors did not explore the possibility to implement a feature selection method.
In ref. [4] the authors utilized several ML learning based methods to solve the issue of credit card fraud. In this work, the researchers used the European credit cardholder fraud dataset. To deal with the highly imbalanced nature of this dataset, the authors employed the SMOTE sampling technique. The following ML methods were considered: DT, LR, and Isolation Forest (IF). The accuracy was one of the main performance metrics that was considered. The results showed that the DT, LR, and IF obtained the accuracy scores of 97.08%, 97.18%, and 58.83%, respectively.
Manjeevan et al. [17] implemented an intelligent payment card fraud detection system using the GA for feature selection and aggregation. The authors implemented several machine learning algorithms to validate the effectiveness of their proposed method. The results demonstrated that the GA-RF obtained an accuracy of 77.95%, the GA-ANN achieved an accuracy of 81.82%, and the GA-DT attained an accuracy of 81.97%.
Research methodology
Dataset
In this research, we use a dataset that includes credit card transactions that were made by European cardholders for 2 days in September 2013. This dataset contains 284807 transactions in total in which 0.172% of the transactions are fraudulent. The dataset has the following 30 features (V1,.., V28), Time and Amount. All the attributes within the dataset are numerical. The last column represents the class (type of transaction) whereby the value of 1 denotes a fraudulent transaction and the value of 0 otherwise. The features V1 to V28 are not named for data security and integrity reasons [19]. This dataset has been used in ref. [4, 13, 14, 16] and one of the key issues that we discovered is the low detection accuracy score that was obtained by those models because of the highly imbalanced nature of the dataset. In order to solve the issue of class imbalance, we applied the Synthetic Minority Oversampling Technique (SMOTE) method in the Data-Preprocessing phase of the proposed framework in Fig. 5 [18]. The SMOTE method works by picking samples that are close to each other within the feature space, drawing a line between the data points in the feature space and creating a new instance of the minority class at a point along the line.
Feature selection
Feature selection (FS) is a crucial step when implementing machine learning methods. This is partly because the dataset used during the training and testing processes may have a large feature space that may negatively impact the overall performance of the models. The choice of which FS method to use depends on the kind of problem a researcher is trying to solve. The following paragraph provides an overview of instances where using a FS method improved on the performance of ML models.
Kasongo [20] implemented a GA-based FS in order to increase the performance of ML based models applied to the domain of intrusion detection systems. The results demonstrated that the application of GA improved the performance of the RF classifier with an Area Under the Curve (AUC) of 0.98. Mienye [21] et al. implemented a particle swarm optimization (PSO) technique to increase the performance of stacked sparse autoencoder network (SSAE) coupled with the softmax unit for heart disease prediction. The PSO technique was used to improve the feature learning capability of SSAE by optimally tuning its parameters. The results demonstrated that the PSO-SSAE achieved an accuracy of 97.3% on the Framingham heart disease dataset. Hemavathi et al. [22] implemented an effective FS method in an integrated environment using enhanced principal component analysis (EPCA). The results demonstrated that using the EPCA yields optimal results in supervised and unsupervised environments. Pouramirarsalani et al. [23] implemented a FS method using hybrid FS and GA for fraud detection in an e-banking environment. The experimental results demonstrated that using a FS method on a financial fraud datasets has a positive impact on the overall performance of the models that were used. In ref. [24], the authors implemented the GA-based FS method in conjunction with NB, SVM and RF algorithms for credit card fraud detection. The experimental output demonstrated that the RF yielded a better performance in comparison to the NB and SVM.
Genetic algorithm feature selection
The Genetic Algorithm (GA) is a type of Evolutionary inspired Algorithm (EA) that is often used to solve a number of optimization tasks with a reduced computational overhead. EAs generally possess the following attributes [25, 26]:	Population EAs approaches maintain a sample of possible solutions called population.

	Fitness A solution within the population is called an individual. Each individual is characterized by a gene representation and a fitness measure.

	Variation The individual evolves through mutations that are inspired from the biological gene evolution.



In this study, the RF approach is used as the fitness method inside the GA. Further, the RF method is employed because it resolves the problem of over-fitting that is generally encountered when using regular Decision Trees (DTs). Moreover, RF performs well with both continuous and categorical attributes and RF are known to perform optimally on datasets that have a class imbalance problem. Additionally, the RF is a rule-based approach; therefore, the normalising of data is not required [27]. The alternative to the RF include tree-based ML algorithms such as Extra-Trees and Extreme Gradient Boosting [28, 29]. The fitness method is defined a function that receives a candidate solution (a feature vector) and determines whether it is fit or not. The measure of fitness is determined by the accuracy that is yielded by a particular attribute vector in the testing process of the RF method within the GA. Algorithm 1 provides more details about the implementation of RF in the GA.
Algorithm 1 denotes the pseudo code implementation of the fitness function that was used in the GA. This algorithm consists of 6 main steps. In step 1, the data (20% of the full Credit Card Fraud dataset) is divided into a training ([image: $$F_{train}$$] and [image: $$y_{train}$$]) and testing ([image: $$F_{test}$$] and [image: $$y_{test}$$]) subsets. In Step 2, an instance of the RF classifier is instantiated. In Step 3, the RF instance is trained using the training set. In Step 4, the resulting model is then evaluated using the testing data [image: $$y_{test}$$]. In Step 5, the predictions are stored in [image: $$y_{pred}$$]. In the last step, the evaluation process is conducted using [image: $$y_{pred}$$]. During the evaluation procedure, the accuracy is used as the main performance metric. The most optimal model is one that yields the highest accuracy score.
Algorithm 2 is a pseudo code that represents the computation process of a candidate feature vector. In the initialization phase, the clean Credit Card Fraud dataset is loaded. In the second phase, we define all the variables that will be used in the computation procedure of a candidate feature vector. This includes the following: a list, A, that will store the names of all the features that are present in the Credit Card Fraud dataset; y represents the target variable; B denotes an empty array that will store the most optimal feature names. k represents the total number of iterations required to compute a candidate feature vector. Once the definition phase is completed; in Step 1, we generate the initial population (feature names) and store them in A. In Step 2 and Step 3, Algorithm 2 is computed. The fitness value, q is generated in Step 4. q determines whether a candidate feature vector is optimal or not. If a candidate feature vector is not optimal; we compute the crossover (k-point crossover, where [image: $$k=1$$]), the mutation, the fitness (from Step 6 to Step 10). This process is conducted iteratively till the algorithm converges. The convergence point is decided once the maximum accuracy has been reached over k iterations. [image: ]

[image: ]
The main steps of the GA that was adapted to our case study are depicted in Fig. 2. This flowchart represents the compact version of the implementation of the pseudo code in Algorithm 1 and Algorithm 2 [30].[image: ]
Fig. 2GA flowchart


After the implementation of the GA (Algorithm 1 and Algorithm 2) on the credit card fraud dataset, we obtained the 5 optimal feature vectors ([image: $$v_1$$] to [image: $$v_5$$]) that are shown in Table 1. These vectors contain the feature names that represents the most optimal attributes that will be used to assess the effectiveness of our proposed method.Table 1GA Selected features


	Attribute vector
	Vector length
	Attribute list

	[image: $$v_1$$]
	18
	V1, V5, V7, V8, V11,V13, V14, V15, V16, V17, V18, V19, V20, V21, V22, V23, V24, Amount

	[image: $$v_2$$]
	9
	V1, V6, V13, V16, V17, V22, V23, V28, Amount

	[image: $$v_3$$]
	13
	V2, V11, V12, V13, V15, V16, V17, V18,V20, V21, V24, V26, Amount

	[image: $$v_4$$]
	9
	V2, V7, V10, V13,V15, V17, V19, V28, Amount

	[image: $$v_5$$]
	13
	Time, V1, V7, V8, V9, V11, V12, V14, V15, V22, V27, V28, Amount




Fraud detection framework
The architecture of the proposed methodology is depicted in Fig. 3. The initial step is computed in the Normalize Inputs block whereby the training dataset is normalized using the min-max scaling method in Equation (4) [31]. The scaling process is done to ensure that all the input values are within a predefined range. The GA algorithm is implemented in the GA Feature Selection block using the normalized data from the Normalize Inputs block. At each iteration of the GA Feature Selection block, the GA generates a candidate attribute vector [image: $$v_n$$] that is used to train the models in the Training block represented by the Training data and Train the models blocks. The same vector is also used to test the trained models using the test data. The testing process is conducted using the Trained Model block using the Test Data. For a given model, the testing process is conducted for each [image: $$v_n$$] until the desired results are obtained.[image: $$\begin{aligned} f_s = \frac{f - min(f)}{max(f) - min(f)} \end{aligned}$$]

 (4)


where f is a feature in the dataset.[image: ]
Fig. 3Architecture of the proposed framework


Performance metrics
The research presented in this paper is modeled as a ML binary classification task. Therefore, we use the accuracy (AC) that was obtained on the test data as the main performance metric. Additionally, for each model, we compute the recall (RC), the precision (PR) and the F1-Score (F-Measure) [32]. To assess the classification quality of each model, we further plot the Area Under the Curve (AUC). The AUC is a metric that reveals how effective a classifier is for a given classification task. The value of the AUC varies between 0 and 1 whereby an efficient classifier would have an AUC value close to 1 [33].	True positive (TP): attacks/intrusions that are accurately flagged as attacks.

	True Negative (TN): normal traffic patterns/traces that are successfully categorized as normal.

	False positive (FP): legitimate network traces that are incorrectly labeled as intrusive.

	False Negative (FN): attacks/intrusions that are incorrectly classified as non-intrusive. [image: $$\begin{aligned} AC= &amp; {} \frac{TN+TP}{TP+TN+FP+FN} \end{aligned}$$]

 (5)


[image: $$\begin{aligned} RC= &amp; {} \frac{TP}{FN+TP} \end{aligned}$$]

 (6)


[image: $$\begin{aligned} PR= &amp; {} \frac{TP}{FP+TP} \end{aligned}$$]

 (7)


[image: $$\begin{aligned} F1_{score}= &amp; {} 2\frac{PR . RC}{PR + RC} \end{aligned}$$]

 (8)







Experiments
Experimental configuration
The experimental processes were conducted on Google Colab [34]. The compute specifications are as follows: Intel(R) Xeon(R), 2.30GHz, 2 Cores. The ML framework used in this research is the Scikit-Learn [35].
Results and discussions
The experiments were carried out in two folds. In the first step, a classification process was conducted using [image: $$F=\{v_1,v_2,v_3,v_4,v_5 \}$$]. For each feature vector in F, the following methods were trained and tested: RF, DT, ANN, NB and LR. The results are depicted in Tables 2, 3, 4, 5, 6. As shown in Table 2, both the ANN and the RF algorithms obtained the highest test accuracy (TAC) of 99.94% using [image: $$v_1$$]. However, the RF method obtained the best results in terms of precision. In Table 3, the results that were obtained using [image: $$v_2$$] demonstrate that the best model is the RF approach with an accuracy of 99.93%. In Table 4, the RF method also obtained the best fraud detection accuracy of 99.94% using [image: $$v_3$$]. Table 5 presents the results that were achieved by [image: $$v_4$$] whereby the DT obtained an accuracy of 99.1% and a precision of 81.17%. Table 6 depicts the outcomes that were obtained when using [image: $$v_5$$]. In this case, the RF attained a fraud detection accuracy of 99.98% and precision of 95.34%. In comparison to the results obtained by [image: $$v_1$$], [image: $$v_2$$], [image: $$v_3$$] and [image: $$v_4$$]; [image: $$v_5$$] obtained the best results. Moreover, looking at the outcomes presented in Tables 2, 3, 4, 5, 6, the NB method under performed in terms of Recall, Precision and F1-Score.
As an initial validation of the proposed method, we ran further experiments using the full feature vector and a feature vector that was generated using a random approach random_vec = { V2, V3, V4, V5, V6, V7, V8, V9, V11, V12, V13, V16, V17, V18, V19, V20, V21, V22, V23, V25, V26, V28, Amount}. The result are listed in Tables 7 and 8. In both instances, we observed serve drop in the performance our the models in comparison to the models that were coupled with the GA (Tables 2, 3, 4, 5, 6).Table 2Classification results for [image: $$v_1$$]


	Model
	Accuracy
	Recall
	Precision
	F1-Score

	RF
	99.94 %
	76.99 %
	89.69 %
	82.85%

	DT
	99.92 %
	75.22 %
	75.22 %
	75.22%

	ANN
	99.94 %
	77.87 %
	84.61 %
	81.10%

	NB
	98.13 %
	84.95 %
	6.83 %
	12.65%

	LR
	99.91 %
	57.52 %
	82.27 %
	67.70 %



Table 3Classification results for [image: $$v_2$$]


	Model
	Accuracy
	Recall
	Precision
	F1-Score

	RF
	99.93 %
	76.10 %
	82.69 %
	79.26 %

	DT
	99.87 %
	68.14 %
	60.62 %
	64.16 %

	ANN
	99.91 %
	66.37 %
	76.53 %
	71.09 %

	NB
	98.65 %
	77.87 %
	8.59 %
	15.47 %

	LR
	99.89 %
	47.78 %
	79.41 %
	59.66 %



Table 4Classification results for [image: $$v_3$$]


	Model
	Accuracy
	Recall
	Precision
	F1-Score

	RF
	99.94 %
	75.22 %
	85.85 %
	80.18 %

	DT
	99.90 %
	76.10 %
	68.80 %
	72.26 %

	ANN
	99.91 %
	67.25 %
	77.55 %
	72.03 %

	NB
	98.81 %
	81.41 %
	10.07 %
	17.93 %

	LR
	99.90 %
	53.09 %
	80.00 %
	63.82 %



Table 5Classification results for [image: $$v_4$$]


	Model
	Accuracy
	Recall
	Precision
	F1-Score

	RF
	99.94 %
	77.87 %
	83.80 %
	80.73 %

	DT
	99.91 %
	76.10 %
	72.26 %
	74.13 %

	ANN
	99.91 %
	61.06 %
	81.17 %
	69.69 %

	NB
	98.48 %
	81.41 %
	7.97 %
	14.53 %

	LR
	99.89 %
	46.90 %
	77.94 %
	58.56 %



Table 6Classification results for [image: $$v_5$$]


	Model
	Accuracy
	Recall
	Precision
	F1-Score

	RF
	99.98 %
	72.56 %
	95.34 %
	82.41 %

	DT
	99.89 %
	72.56 %
	65.07 %
	68.61 %

	ANN
	99.08 %
	77.87 %
	12.27 %
	21.20 %

	NB
	99.44 %
	57.52 %
	15.85 %
	24.85 %

	LR
	99.77 %
	46.90 %
	34.64 %
	39.84 %



Table 7Classification results for full feature vector


	Model
	Accuracy
	Recall
	Precision
	F1-Score

	RF
	87.95 %
	77.87 %
	92.63 %
	84.61%

	DT
	96.91 %
	76.10 %
	71.07 %
	73.50%

	ANN
	97.80 %
	74.33 %
	42.85 %
	54.36%

	NB
	80.31 %
	64.60 %
	13.95 %
	22.95%

	LR
	93.88 %
	60.17 %
	62.96 %
	61.53 %



Table 8Classification results a random approach


	Model
	Accuracy
	Recall
	Precision
	F1-Score

	RF
	83.78 %
	79.64 %
	92.78 %
	85.71%

	DT
	89.91 %
	79.64 %
	68.70 %
	73.77%

	ANN
	88.93 %
	78.76 %
	82.40 %
	80.54%

	NB
	78.14 %
	83.18 %
	6.73 %
	12.46%

	LR
	79.91 %
	59.29%
	81.70 %
	68.71 %



Table 9Comparison with existing methods


	Model
	Accuracy

	LR [13]
	97.70 %

	DT [13]
	95.50 %

	SVM [13]
	97.50 %

	NB [14]
	99.23 %

	KNN [16]
	97.69 %

	LR [16]
	54.86 %

	DT [4]
	97.08 %

	LR [17]
	97.18 %

	IF [16]
	58.83 %

	GA-ANN [17]
	81.82 %

	GA-DT [17]
	81.97 %

	GA-RF [17]
	77.95 %

	GA-RF (Proposed [image: $$v_5$$])
	99.98 %

	GA-DT (Proposed [image: $$v_1$$])
	99.92 %

	GA-LR (Proposed [image: $$v_1$$])
	99.91 %

	GA-NB (Proposed [image: $$v_5$$])
	99.44 %




Furthermore, we computed the AUC of each vector in F. These results are depicted in Figs. 4, 5, 6, 7, 8. In Fig. 4 ([image: $$v_1$$]), the best performing models in terms of the quality of classification are the RF, NB, and LR with the AUCs of 0.96, 0.97, and 0.97, respectively. In the instance of [image: $$v_5$$] (Fig 8), the RF and NB obtained the highest AUCs of 0.95 and 0.96. Moreover, a comparison analysis is presented in Table 7. This comparison reveals that the GA feature selection approach presented in this paper as well as most of the proposed ML methods that were implemented outperformed the existing techniques that are proposed in [4, 13, 14, 16].For instance, the GA-RF proposed in this research obtained an accuracy that is 2.28% higher than the LR in [13]. The GA-DT proposed in this work yielded a fraud detection accuracy that is 4.42% higher than the DT model presented in [14]. The GA-LR obtained an accuracy that is 2.41% higher than the SVM model presented in [13]. The GA-NB proposed in this research achieved an accuracy that is 1.75% higher than the KNN model proposed in [16]. Additionally, the GA-DT presented in this research achieved an accuracy that is 17.23% greater than the accuracy obtained in [17]. In terms of classification accuracy, the most optimal classifier is the RF (implemented with [image: $$v_5$$]). This model achieved a noteworthy credit card fraud detection accuracy of 99.98%.[image: ]
Fig. 4AUC results for [image: $$v_1$$]

[image: ]
Fig. 5AUC results for [image: $$v_2$$]

[image: ]
Fig. 6AUC results for [image: $$v_3$$]

[image: ]
Fig. 7AUC results for [image: $$v_4$$]

[image: ]
Fig. 8AUC results for [image: $$v_5$$]


Experiments on synthetic dataset
To validate the efficiency of our proposed method, we conducted more experiments using a publicly available synthetic dataset that contains the following features: V = [image: $$\{$$] User, Card, Year, Month, Day, Time, Amount, Use Chip, Merchant Name, Merchant City, Merchant State, Zip, MCC, Errors, Is Fraud[image: $$\}$$], where Is Fraud denotes the target variable. This dataset contained 24357143 legitimate credit card transactions and 29757 fraudulent ones [36]. In the experiments, we considered the following methods: RF, DT, ANN, NB, and LR. We first processed the dataset through the framework in Fig. 5. The GA module selected the features represented by [image: $$v_0$$] in Table 8. These were the features that were used during the training and testing processes of the ML models. Table 9 provides the details of the results that were obtained after the experiments converged. The GA-ANN and the GA-DT achieved accuracies of 100%. These results are backed by AUCs of 0.94 and 1, respectively. The other models that performed remarkably well are the GA-RF and the GA-LR with accuracies of 99.95% and 99.96%. However, the GA-LR yielded a low AUC of 0.63 (Table 10).Table 10GA Selected features—synthetic dataset


	Attribute vector
	Vector length
	Attribute list

	GA selected feature space, [image: $$v_0$$]
	7
	Card, Year, Month, Day, Amount, Zip, MCC



Table 11Classification results for [image: $$v_0$$] in Table 8


	Model
	Accuracy
	Recall
	Precision
	F1-Score

	RF
	99.95 %
	99.82 %
	99.92 %
	99.82 %

	DT
	100 %
	99.71 %
	99.51 %
	99.61 %

	ANN
	100 %
	72.09 %
	84.31 %
	77.72 %

	NB
	99.10 %
	96.29 %
	84.47 %
	41.52 %

	LR
	99.96 %
	99.12 %
	80.68 %
	88.95 %




Moreover, Fig. 7 depicts the ROC curves of the ML models that were considered in the experiments. The result demonstrated that the RF and the DT models achieved an AUC of 1. This indicates that models were perfect at detecting fraudulent activities (Table 11).
Conclusion
In this research, a GA based feature selection method in conjunction with the RF, DT, ANN, NB, and LR was proposed. The GA was implemented with the RF in its fitness function. The GA was further applied to the European cardholders credit card transactions dataset and 5 optimal feature vectors were generated. The experimental results that were achieved using the GA selected attributes demonstrated that the GA-RF (using [image: $$v_5$$]) achieved an overall optimal accuracy of 99.98%. Furthermore, other classifiers such as the GA-DT achieved a remarkable accuracy of 99.92% using [image: $$v_1$$]. The results obtained in this research were superior to those achieved by existing methods. Moreover, we implemented our proposed framework on a synthetic credit card fraud dataset to validate the results that were obtained on the European credit card fraud dataset. The experimental outcomes showed that the GA-DT obtained an AUC of 1 and an accuracy of 100%. Seconded by the GA-ANN with an AUC of 0.94 and an accuracy of 100%. In future works, we intend to use more datasets to validate our framework.
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Algorithm 2 Compute the candidate feature vectors using the GA

Require: C, the Credit Card Fraud Dataset
Require: A, a list that contains all attributes names.
Require: y, the dependant variable
Require: B, an empty array to save the selected attributes
Require: k, the total number of iterations
BEGIN
Step 1: Compute the initial the population PI with A.
Step 2: Compute the fitness method
Step 3: Compute the fitness using C, A, y and PI
Step 4: Calculate optimal fitness value, ¢
Step 5: Update the list B
for i in range(k)
Step 6: conduct the crossover
Step 7: compute the mutations
Step 8: calculate the fitness
Step 9: Generate the optimal fitness score, ¢
Step 10: Update the list B
end for
11. The convergence is achieved —(update) B and ¢
STOP
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Algorithm 1 Fitness function computation

Input: F,

y; the input vector and the dependant variable.

Output: Acc; the Accuracy achieved by the RF classifier

Step 1.
Step 2:
Step 3:
Step 4:
Step 5:
Step 6:

Divide F' and Yy in FtTainv Fiest, Ytrain, Ytest
Instantiate clf, the RF classifier.
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Get the the Acc with the ypreq and Yirain
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