Journal of Big Data© The Author(s) 2020
https://doi.org/10.1186/s40537-020-00363-0

Survey Paper

A survey of methods supporting cyber situational awareness in the context of smart cities

Nataliia Neshenko1  , Christelle Nader2, Elias Bou-Harb2 and Borko Furht1
(1)Department of Computer and Electrical Engineering and Computer Sciences, Florida Atlantic University, Boca Raton, USA

(2)The Cyber Center For Security and Analytics, University of Texas at San Antonio, San Antonio, USA

 

 
Nataliia Neshenko
Email: nneshenko2016@fau.edu



Received: 30 July 2020Accepted: 8 October 2020Published online: 21 October 2020
Abstract
A modern urban infrastructure no longer operates in isolation, but instead, leverages the latest technologies to collect, process, and distribute aggregated knowledge in order to improve the quality of the provided services and promote the efficiency of resource consumption. This technological development, however, manifests in the form of new vulnerabilities and a plethora of attack vectors. In the same context, the ambiguity of ever-evolving cyber threats and their debilitating consequences introduce new barriers for decision-makers. Therefore, cyber situational awareness of smart cities emerges as a mission-critical task that requires support methods for effective and timely decision-making. In this article, we investigate the threat landscape of smart cities, survey and reveal the progress in data-driven methods for situational awareness and evaluate their effectiveness when addressing various cyber threats. We draw several potential research directions that aim at advancing cyber situational awareness in the context of smart cities.
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Introduction
The United Nations predicts that two-thirds of the world population will live in urban areas [1] by 2050; implying that around 1.5 million people around the globe will move into a city every week [2]. This rapid growth comes with a myriad of challenges and opportunities. In fact, we witness extensive development in new infrastructure to support such large population to meet their environmental, social, and economic goals. From improving traffic conditions to optimizing energy consumption, smart cities enhance the quality of life of their residents by reducing carbon emission while optimizing utility costs.
With the embedding of latest technologies varying from telecommunication-enablers to advances in data-driven artificial intelligence, Internet-connected municipal infrastructure, parking meters, and alike, continue to collect and analyze data to support decision-making and pinpoint deficiencies for real-time optimization. For instance, cities achieve a remarkable reduction of costs in heating, ventilation, and air conditioning (HVAC) by placing Internet-of-Things (IoT)-powered cooling systems to optimize HVAC usage based on the activities in each room [3]. Additionally, a smart grid is directly linked to resource efficient provisioning solutions that supports smart cities' sustainable environment goals. Moreover, evolving technology empowered by advances in shallow and deep learning analyzes patterns in city-wide energy consumption to only delivers an optimal amount. Further, cities use sensors to detect pipe leaks; New York city saved more than $73 million in water costs by notifying residents about possible (predicted) water leaks [4]. The latter becomes possible after the deployment of smart water meters and by exploiting advanced data analysis algorithms. Additionally, smart cities continue to maintain safety of their citizens. In fact, by using a system of connected video feeds, the city of Rio de Janeiro has improved the response time of emergency [5] and Chicago has reduced violent crime by using predictive crime heat maps to aid police efforts [6].
Smart cities go beyond connected infrastructure by engaging and transforming citizens, tourists, and business organizations into an intelligent ecosystem via stimulating innovations [2]. Progressively, city administrations provide data to end-users in an effort to support better decision-making, creating solutions for urban issues, while positively shifting core city operations.
Given the extensive worldwide growth of smart cities, it is intuitive and essential to acknowledge the debilitating and disrupting effects of cyber attacks on these initiatives. For example, an attack that prevented air traffic controllers of a Swedish airport from monitoring aircrafts on their radars [7] could lead to disastrous outcomes. Moreover, the effect is evident in case of an attack on a power grid that left nearly 225,000 people without power in three Ukrainian regions [8]. Additionally, the malicious actions of a ransomware temporarily forced several mission-critical services of the city of Atlanta to become offline, which led to the disruption of utility systems and other key services [9]. Further, Baltimore city not only lost irreplaceable law-enforcement related data but was also subject to a ransomware attack of its emergency service which led to the disruption of the emergency assistance operation [10]. Additionally, distress was caused in Dallas due to the lack of cyber-resilient IoT devices which allowed hackers to disrupt the proper work of road signs [11] and turn on the hurricane sirens in the middle of the night [12]. Such security incidents, as well as many others, impair the trustworthiness of smart cities thus hindering the achievement of their full potential. Therefore, it is imperative to continue to consider and explore the cyber threat landscape of smart cities.
Indeed, new vulnerabilities introduced by the fusion of technological advances, and the complexity, anonymity and severity of cyber threats present new challenges for cyber-related decision making. Notably, the standards and methodologies for cyber security of traditional information technology systems cannot directly be applied to a smart city’s ecosystem. This is evident through many recent examples. Hiding behind the cloud, attackers used machine learning algorithms and exploited new evolving technologies such as 5G-enabled IoT to amplify the attack’s possibilities [13] and thus the impact. Moreover, the complexity of the interaction between many infrastructure components exponentially increases the impact of cyber attacks. It is inherent that legacy anomaly detection cannot keep up with the rapid agility of an attack, while data-greedy methods which employ signatures of maliciousness to detect attacks continue to lack behind. Naturally, current research trends points towards harnessing analytics-driven cyber security approaches [14, 15]. For instance, machine learning (including deep learning) is rapidly becoming a key instrument in cyber security as it attempts to effectively and semantically integrate and process the different sources of information.
Protecting smart cities from cyber attacks is a crucial mission for their survival. Although cyber security is among the key challenges for smart cities, the examination of cyber threats is quite a difficult task due to the complexity of a smart city’s architecture, its contradictory security requirements, and its use of extensive (vulnerable) software. In this article, we study the availability and sufficiency of data-driven techniques which support cyber situational awareness in the context of smart cities. We uniquely investigate three groups of techniques as classified in Fig. 1; system abstraction, risk and vulnerability assessment, and attack detection methods.[image: ../images/40537_2020_363_Fig1_HTML.png]
Fig. 1Scope of the survey


First, to clarify how threats affect the entire ecosystem, we study methods which model dependencies among smart cities’ components. Second, we survey risk assessment methods and contextualized threat intelligence (which enable the characterization and anticipation of advanced and coordinated threats) via assessing their possibilities and impacts. Finally, we examine attack detection methods which aid the prompt remediation of threats while contributing to retrospective digital analysis, therefore providing situational awareness and threat prioritization capabilities.
Specifically, we survey, compare and contrast, and discuss each detection method according to the following criteria:	Theoretical background

	Data input and employed dataset

	Accuracy and performance evaluation metrics

	Scope

	Support of visual aids




In this survey, we will address the following key questions: How does the cyber threat landscape of smart cities look like? What are the available data-driven methods which address the elaboration of situational awareness capabilities? What measurement-based methods can we use to compare the scope and effectiveness of each method? How resilient are the available/current methods against various identified cyber threats?
Along this line of thought, we frame the contributions of this work as follows:	We classify and enumerate threats targeting smart cities’ architectures, link corresponding attacks, and outline the impact of such threats on smart cities’ operations.

	We narrate and describe the methods which have been designed to support cyber situational awareness in the context of smart cities. To this end, we consider three groups of methods: (i) interdependency models, (ii) risk and vulnerability assessment, and (iii) attack detection.

	Aiming to put forward a new perspective related to the methods supporting situational awareness, we study their theoretical backgrounds, link available techniques to their corresponding identified threats, and assess the visual support of the corresponding methods.

	To enable and motivate reproducible research methods, we report on fundamental characteristics of the employed datasets that are used for evaluation purposes. Further, we compare and contrast the effectiveness of currently used performance metrics, while suggesting several additional indicators.

	By generating a set of inferences and insights, challenges, and open issues, we put forward potential research directions that can advance cyber situational awareness in the context of smart cities. We also highlight future direction for different research communities, including those of cyber security, data science, and visual analytics.




The rest of this survey is organized as follows. In the next section, we review related surveys and demonstrate the added value of the proposed survey. In “Smart cities: architecture and threat landscape” section, we present the functional architecture of smart cities and indicate several prevalent related cyber threats. In “Methods supporting cyber situational awareness” section, we describe selected detection methods while we correspondingly evaluate them from different perspectives in “Discussion and key findings” section. In “Open questions and future perspective” section, we discuss current research, development and operational challenges while offering possible future research initiatives aiming to advance the currently available analytics for defending against cyber threats. Finally, in “Conclusion” section, we summarize the contributions of each section of this survey.
Related surveys
The worldwide growth of smart cities has induced immense attention from the research community. To highlight the issues and research directions in the context of smart cities’ cyber security, a considerable amount of surveys has been published on challenges and recent research trends. These studies provided imperative information on numerous case studies. They also offered information about the functional and technological architecture of smart cities as well as their cyber security challenges, requirements, cyber threats, and respective countermeasures. Although several themes in the surveys overlap, the level of details and vantage points vary from one work to another.
The application of smart technologies and data harnessing methodologies developed numerous solutions to cities' key challenges (including rapid urbanization, increased homelessness, rise in crime, climate change, and more). To illustrate the evolving-nature of smart cities, a number of authors showcased the undertaken technological advancements while providing an overall description [16–18] and a domain-specific implementation [17, 19–21]. The main focus of these articles was to put illustrate the technological advances and the importance of the interaction between social and technical systems. In fact, this interaction was revealed to be a critical role which addresses the urban challenges and supports innovation and entrepreneurship.
Several other works suggested a functional architecture for smart cities by defining and dissecting the physical, communication, data, and application layers. Here, we noticed a certain level of disagreement in the way the authors compiled these layers. For instance, the data layer is not acknowledged in [22] or is either presented as one [18] or two [21] instances. Surprisingly, none of these architectures mentioned the management layer which is responsible for asset management, service provisioning, and security.
Any discussion of smart urban development should start with a study of infrastructure and enabling technologies. To this end, a plethora of researchers worked on actuators, sensor networks, IoT, Vehicular Ad Hoc Networks (VANETs), Mobile Ad Hoc Networks (MANETs), and access and transmission networks [16–18]. For instance, transmission networks can be used to support better decision-making and resource allocation for smart grids, water and waste management, safety, emergency solutions, and much more by enabling data communication. In fact, the data used for transmission is already collected from the environment by various sensors; we can give for example not only pollution, smoke, motion, and brightness sensors but also cameras, and energy and water meters.
Additionally, a complex interdependent relationship between individual entities in critical infrastructure plays a significant role in the development of smart cities. However, it seems that many available models are unable to capture such complex interdependency to grasp the full array of intentional and accidental threats [23, 24].
Moreover, heterogeneity, limited computational capability, distributed location, and legacy infrastructure raised the attention for cyber security threats and requirements. Unsurprisingly, attacks targeting smart cities’ technologies received prevalent attention [16–19, 21, 25–27]. Indeed, requirements and standards are the core factors which determine the essential level of cyber defense and threat prioritization. In fact, strong authentication, secure communication, data protection, monitoring and patching are among the main discussed requirements and countermeasures [16, 17, 20, 21, 25–27] that were envisioned to protect smart cities from adversaries.
Further, given the mounting number of cyber attacks and their impact on the safety of city residents, and on the legacy infrastructure, as well as their corresponding financial concerns require new kinds of situational awareness in order to overcome their resultant implications. In this sense, we perceive a lack of comprehensive studies of the methods supporting cyber situational awareness in the context of smart cities. In fact, combining modeled dependencies of distinct units of smart cities, while exploring and synthesizing contextualized threat intelligence, risk and vulnerability assessment methods, and attack detection techniques would enable adaptive threat modeling by considering the derived knowledge from different sources.
In this context, our work complements the available contributions in twofold. First, we offer a classification of cyber threats and present illustrative attacks and their effects on smart cities’ operations. Second, we provide a multidimensional evaluation of available methods that support cyber situational awareness in the context of smart cities and their enabling technologies. This survey specifically covers methods’ classification through analyzing their underlying theoretical models, related data as well as their technological and context-aware scope. It also discusses several evaluation criteria and their visual support (or lack thereof).
Table 1 summarizes and classifies the contributions of the available articles, where the core focus of our work is also highlighted.Table 1A classification of the related surveys


	Research area/references
	[16]
	[17]
	[19]
	[18]
	[23]
	[24]
	[20]
	[21]
	[25]
	[26]
	[27]
	This work

	Case studies
	✓
	✓
	✓
	 	 	 	✓
	✓
	 	 	 	 
	Functional architecture
	 	 	 	✓
	 	 	✓
	✓
	 	 	 	✓

	Enabling technologies
	✓
	✓
	 	✓
	 	 	 	 	 	 	 	 
	Cybersecurity requirements
	✓
	 	 	 	 	 	✓
	✓
	 	✓
	✓
	 
	Threat profile

	 Exploratory
	✓
	 	 	 	 	 	 	 	✓
	 	 	✓

	 Enabling technology
	✓
	✓
	✓
	 	 	 	 	✓
	✓
	✓
	✓
	✓

	 Data
	✓
	✓
	 	✓
	 	 	 	✓
	✓
	✓
	✓
	✓

	 Third-party vulnerabilities
	 	 	✓
	 	 	 	 	 	 	 	 	✓

	 Domain-specific
	✓
	 	✓
	 	 	 	 	 	 	 	✓
	 
	A classification of threats with examples of attack and impact
	 	 	 	 	 	 	 	 	 	 	 	✓

	Interdependency models
	 	 	 	 	✓
	✓
	 	 	 	 	 	✓

	Risk and vulnerability assessment
	 	 	 	 	 	 	 	 	 	 	 	✓

	Attack detection methods
	 	 	 	 	 	 	 	 	 	 	 	✓

	Countermeasures
	✓
	✓
	 	 	 	 	✓
	✓
	✓
	 	✓
	 
	Forensics
	 	 	✓
	 	 	 	 	 	 	 	 	 

The focus of this survey is outlined within the shaded area



Smart cities: architecture and threat landscape
Architecture
The urban infrastructure integrates and ingests rapid technological advances such as digital data and smart analytics, which provides better services to the citizens, improves quality of life, and reduces environmental damages. Although the incorporation of these elements depends on the development strategy and the level of implementation in particular cities, we amalgamate the implementation progress of 10 smart cities in order to model the architecture of smart cities at different operational layers.
The urban infrastructure is comprised of cyber systems integrated into physical components in various environments and includes critical infrastructure like energy, transportation, government, and more. After analysis of diverse case studies [2], we can distinguish 5 tiers of a smart city’s architecture, namely, the physical world, enablers, data, applications, and the management layer. For the purpose of completeness, in the illustrated architecture, we consider the stakeholders as providers and consumers.
Figure 2 provides a visual representation of a smart city’s architecture along with its 5 layers.[image: ../images/40537_2020_363_Fig2_HTML.png]
Fig. 2A high-level architecture of smart cities with different operational layers


The physical world tier encompasses the urban infrastructure and represents buildings, cars, roads, bridges, and streetlights, to name a few.
The enablers’ layer is comprised of the hardware and communication technologies, which enable the collection of data from the environment and transmit it to the next architectural layer. In fact, the hardware may consist of different types of sensors, devices, or virtual machines. Additionally, various protocols including IEEE 802.15.4, IEEE 802.15.4g, Bluetooth, LoRsa, LoRaWAN empower the sensors for data curation and harvesting so that they could deliver the information to the data layer.
The data layer is the heart of smart cities. It consists of an immense volume of unstructured data that should be collected and properly stored to enable open access and the application of numerous algorithms for better decision-making. Actually, artificial intelligence (and broadly learning methods) are among the most popular methods in this layer. The latter is also responsible for placing the data into the visual context to enable the understanding of data significance and to improve the supervisory process. Further, this layer takes care of the data exchange between data owners, service providers, and users by offering open data platforms.
The applications’ layer represents the variety of complex solutions which smart cities provide to their customers. For instance, data-driven transportation systems address the issues of congestion and pollution, manage parking and public transportation, advance road safety and enhance shipment schedules. To this end, these solutions integrate data from various sources such as geographically-distributed traffic and weather sensors, cameras, and GPS, to apply algorithmic analyzes, while offering optimal paths. Further, the introduction of supported IoT devices overcomes the limitations of conventional monitoring systems. Indeed, sensors collect various environmental measurements such as air pollution levels or water chemical conditions while intelligent platforms correlate obtained data in order to tailor warnings or to avoid ecological disasters. Moreover, the latest developments in power (and micro) grids allows the consumer to monitor electricity consumption in real-time. The latter increases the reliability of power transmission, optimizes the required supply level, and minimizes the consumption cost. Additionally, a data-driven building system processes and responds to surrounding changes by automatically switching air conditioners based on weather predictions or environmental measurements. These are only a few solutions provided by smart cities.
The final layer, namely the management tier, addresses service provisioning, asset management, and security. We note that the management of smart cities’ solutions can be either centralized or decentralized.
Threat landscape
Such ongoing technological development, however, opened new opportunities for cyber criminals to take advantage of vulnerable cities. Cities around the world continue to become victims of cybercrimes such as hacks, ransomware, utility theft, and loss of control over infrastructure. Predictably, security becomes a very critical challenge for smart cities [28]. Indeed, there are several reasons why the implementation of cyber security in smart cities’ settings is significantly tricky, including heterogeneity and geographical distribution of the infrastructure, difficulties of patching, often the limited computational capabilities of distributed devices, usage of legacy equipment, difficulties with security and privacy measurements, and inconsistencies within security requirements.
While the threat landscape depends on the development level and on the architecture of a particular smart city, in this section, we discuss prevalent threats targeting smart cities. Please note that we exclude from this survey threats such as hardware failure, software and human errors, and electrical interruption.
Additionally, the architecture of smart cities is vulnerable to traditional computer viruses, remote breaks, eavesdropping, software hijacking, injection of malicious contents and/or malformed requests, memory exploits, access to sensitive information, and data misuse. Moreover, the connection with the physical environment, the introduction of IoT devices, and the emergence of new communication protocols, as well as employing machine learning algorithms, induce new security threats and amplify the impact of traditional exposures. Motivated by the aforementioned information, we define the following four classes of threats as depicted in Fig. 3; exploratory threats, infrastructure sabotage, data manipulation, and third-party vulnerabilities. Indeed, the immense danger of these threats is rooted in the elevated interdependencies between different components of smart cities.[image: ../images/40537_2020_363_Fig3_HTML.png]
Fig. 3Threat landscape of smart cities


First, the class “exploratory threat’’ consists of the threats aiming to enumerate resources and credentials. Second, “infrastructure sabotage’’ represents threats aiming to destroy or gain control of smart city infrastructure by deploying malware and reprogramming or overwhelming core resources. Third, the class “data manipulation’’ consists of threats which endeavor to undermine data confidentiality and integrity, as well as destabilize machine learning algorithms. Finally, “third-party vulnerabilities’’ refers to threats targeting service providers which produce a profound effect on smart cities’ activities and security.
As noted in the previous section, smart technologies are widely used in critical infrastructure sectors in order to provide valuable services to consumers. Therefore, it is imperative to realize how the identified threats jeopardize the business continuity of smart cities. However, lack of visibility into real-time data regarding incidents makes it difficult to quantify such impact.
Exploratory threats
The first step of any attack is the exploratory step, during which an attacker gathers valuable intelligence about the target. It starts by infiltrating target assets (e.g., exposed systems, devices) in order to explore possible points of entry of the system. Further, as summarized in Fig. 4, an adversary would almost always employs various methods to enumerate the deployed infrastructure.[image: ../images/40537_2020_363_Fig4_HTML.png]
Fig. 4Exploratory threats in smart cities’ settings: attacks and impacts


Resource infiltration To index vulnerable IoT devices that have been deployed in smart cities, the attacker can perform active Internet-scale probing [29] or use the search engine Shodan [30] to discover easy targets with default credentials [31]. Besides being a first step of any cyber attack, network scanning significantly degrades network performance, thus also slowing down response times of users’ requests [32].
Identity theft involves obtaining the victim’s identity to gain privileged access to the system or data, take control over the infrastructure, and conduct various attacks. The threat comes in different forms; the credentials could be extracted from hashes, social engineering, and phishing, or by leveraging weak credentials of IoT devices. The latter is a specific threat to IoT-based smart cities since their solutions rely on data collected by IoT sensors. Additionally, the costs of credentials theft come in the form of unauthorized access to smart cities’ resources. Indeed, the loss of control over the infrastructure and data promotes the risk of reputational damages.
Infrastructure sabotage
One of the attacker's motivation is to gain illegitimate control over the infrastructure through tampering, manipulating, reprogramming, or overwhelming the resources. Figure 5 illustrates attacks associated with this category and their impact on smart cities’ operations.[image: ../images/40537_2020_363_Fig5_HTML.png]
Fig. 5Infrastructure sabotage in smart cities’ settings: attacks and impacts


Infrastructure tampering This threat could be manifested in two ways; directly or remotely. Since a large number of actuators and sensors operate in an unattended fashion with either no or limited tamper-resistance policies and methodologies, an attacker could take advantage of a physical access to a device intending to cause significant damage, alter its services or obtain unlimited access to data stored on its memory. In fact, compromised actuators which control the physical infrastructure (e.g., heating, switching elements, etc.) can provoke damage to physical objects and threaten public safety. Further, the attacker can use the smart cities' infrastructure to recruit it into a botnet, causing both direct and indirect adverse effects. The former implies losing control over the infrastructure and putting the city’s critical functions at risk. Indirectly, the bots can be used by the attacker to launch Distributed Denial of Service (DDoS) attacks, harvest information from the network [33], mine cryptocurrency [34], or distribute malware [35], to name a few. In fact, the indirect impact can cause system’s performance degradation, in addition to legal and compliance liability. Moreover, an attacker can also tamper a device by exploiting firmware vulnerabilities [36]. Indeed, firmware modification is rendered by maliciously altering the firmware which induces a functional disruption of the targeted device.
Resource overwhelming The adversary here is seeking to disrupt the service by preventing access to that service. To that end, the adversary floods the target with excessive requests. As a result, the service cannot process all requests and therefore legitimate users cannot gain access. Additionally, this is a threat for APIs since the service does not limit the number of received requests. It is also true for IoT-based smart cities, given the limited computational capabilities of the IoT devices. For instance, in Finland, a building management system was flooded with bogus requests forcing heating devices to become offline [37]. Further, strict safety regulations and radio propagation limitations prevent embedded devices from efficient energy harvesting [38] which allows the attackers to drain energy from the smart cities' infrastructure. Additionally, poor software development practices can significantly increase energy consumption [39] and lead to the disruption of a city’s operation.
Identity manipulation This threat could originate into two different ways; by either introducing fake sensors or by using unauthorized API keys. Additionally, introducing malicious nodes into a network leads to the degradation of a network’s performance.
Malware spreading An attacker spreads malware with the intent to infect smart sensors, IoT devices, or data servers. To this end, he attempts to change their functions or leak sensitive data. For instance, sending fake overload status from a wide range of smart meters could force several segments of the grid services to become offline.
Data manipulation
Data manipulation threats manifest in four different ways; data tampering, data corruption, data misuse, and decision-making process disruption. Figure 6 illustrates the attacks associated with this category and their impacts on smart cities’ operations.[image: ../images/40537_2020_363_Fig6_HTML.png]
Fig. 6Data manipulation threats in smart cities’ settings: attacks and impacts


Data tampering Recently, widespread ransomware attacks paralyzed numerous smart cities. Ransomware is malicious software that locks hardware or encrypts data files until a monetary ransom is paid typically through cryptocurrencies. Due to the highly connected nature of smart cities, this type of threat has a massive impact on city operations. For example, the malware SamSam held hostage the services provided by numerous cities. This example shows how data tampering can sabotage data-dependent functions and results in massive data loss [9]. Additionally, if an adversary attacks vital sectors such as healthcare [40], the inability to access patient data could cost human lives. Moreover, we can quantify data tampering attacks in smart cities by measuring their financial loss. For instance, paid ransom, price of data recovery, and operation loss (e.g., free bus rides [41]) are several examples which assess the financial loss caused by such attacks.
Data corruption Even though injecting malicious data in smart sensors seem minimal [42], it could cause a dramatic economic effect or cost human lives [43]. For instance, smart meters can be used to steal energy from municipalities [44]. Additionally, emergency alerts can be used to create havoc [11]. Further, these malicious inputs can be crafted in such a way that they force machine learning models to make false predictions and cause instability in the city’s operations.
Data misuse Smart cities’ infrastructure generates vast amounts of information. Indeed, this information is collected from myriad of sensors and from citizens (when applicable, with their permission). Additionally, the information collected can be used to take advantage of personal information for various reasons. Indeed, an attacker could want to track a person’s activity through sensors or surveillance cameras, sniff the communication or leverage weak web access to steal a person’s credentials which could later on be used for fraudulent transactions. However, data misuse does not necessarily arise when the collected data is used for unpermitted purposes [45].
Disruption of decision-making process Since most smart cities implement machine learning algorithms as a decision engine, we should consider the reliability of such algorithms. In fact, attackers seek a disruption of the decision-making process by data poisoning or by instantiating an exploratory attack. In the case of data poisoning, the decision engine is compromised by injecting carefully designed adversarial samples to the training dataset with the aim of compromising the learning process. Indeed, the significance of the exposure occurs from the difficulties in recognizing the correctness of the produced output due to the complexity of machine learning algorithms. Additionally, the trustworthiness of smart cities' analytics will continue to suffer until the robustness of such algorithms can be confirmed. This issue is equally relevant for the trustworthiness of intrusion detection systems backed by machine learning algorithms [46]. In case of exploratory attacks, the adversary tries to gain information by probing the learner. In fact, it operates by injecting samples that are designed to bypass the learner during the testing phase with the intention of model inversion or information inference.
Third party vulnerabilities
Smart cities' administration typically decides to collaborate with the private sector to augment budget and skills limitations while promoting innovations and economic development. In fact, the private sector designs and supplies enabling technology, builds infrastructure, collects and processes data and develops software supporting decision making. This strategic collaboration, however, brings a new edge for cyber threats. Figure 7 illustrates such threats/vulnerabilities, associated attacks, and the impact of these attacks on smart cities.[image: ../images/40537_2020_363_Fig7_HTML.png]
Fig. 7Third-party vulnerabilities threatening smart cities: attacks and impacts


Compromised cloud provider Cloud computing brings a new frontier for the developers by proposing an infrastructure, platforms and software over the Internet. Indeed, cloud services are an attractive option for ever-growing smart cities because of the low-level of initial investments, their scalability and continuous availability. However, the features of cloud computing, such as multi-tenancy and virtualization, can lead to the leakage of private information and unauthorized access. Representative examples of such attacks include those which hijack cloud accounts and exploit system vulnerabilities [33].
Insecure Application Programming Interfaces (API) is a vulnerability that opens the doors to cloud applications and web services. In fact, API allows the users to customize their experience and receive access to many web services, including authentication and access control. Actually, APIs are designed to share information. Therefore, the impact of API breaches depends on the service and shared information. For instance, in the city of Los Angeles, a clear text API key allowed a hacker to use paid Google services [47].
Negligent service provider Some vendors introduce new cyber vulnerabilities. They can intentionally or unintentionally leave backdoors that allows attackers to access devices or software. They can further deploy IoT devices without patching capabilities. Although smart cities often operate unpatched, vulnerable products, some vendors are resistant to acknowledge security holes in their products, which endanger smart city service operators and subsequently the citizens.
Methods supporting cyber situational awareness
Even though the previously described threats against smart cities continuously evolve, many advanced methods continue to be developed to support cyber threats’ visibility. In this section, we describe the selected methods followed by their categorization in “Discussion and key findings” section.
Interdependency models
Heterogeneous communication protocols and shared infrastructure connect various embedded systems to make cities more effective. Additionally, different service providers exchange information and resources to support the sustainable operation of a smart city. This high interdependence introduces a large number of possible attacks and vulnerabilities that directly relate to the severity of the threat and have a multiplicative effect on the prioritization of mitigation. Indeed, a threat that results in the loss of one service or infrastructure can potentially impact other services as they use each other’s resources. Moreover, identifying these vulnerabilities and their impact is challenging because of the high complexity of the connection among different infrastructure. Further, each smart city’s component has a variety of security requirements which introduces additional challenges.
Any disruption in smart cities’ systems would have an impact on its effective operation as well as the safety and well-being of its citizens. Additionally, a formal dependency model of the smart city’s elements would uncover insights into fundamental characteristics of the system’s topology and could be instrumental in developing its security profile, assessing the cumulative impact of cyber threats, and estimating the effect of countermeasures. While the discussed dependency models do not consider cyber threats, understanding the connection between different domains affects threat prioritization and mitigation.
To this end, Laugé et al. [48] demonstrated how a failure in one service could affect other domains. In this context, the researchers conducted a series of interviews with experts and quantified the magnitude of the adverse effect on dependent services such as energy and connectivity. The results, which include characterization of the time dimension to dynamically study the impact, enabled a deep understanding of direct and higher-order dependencies to prioritize mitigation.
Further, König et al. [49] proposed a framework to represent the effect of adverse events in highly coupled critical infrastructures (CI). The approach modeled the dependencies between infrastructures as a directed graph. In fact, each CI is denoted as a single vertex, while the edges symbolize the reliance on the others CIs’ resources. Each edge is then assigned to a class [image: $$c \in \left\{ {1,2, \ldots C} \right\}$$] which represents a fixed type of inner or mutual dependency. Additionally, these dependencies are assessed using a Markov chain and by leveraging interviews with experts. Moreover, the visualization of dependencies illustrated how the limitations in one CI affect dependent CIs and how this impact changes over time.
To identify the minimum subset of critical infrastructure nodes and select the most rewarding mitigation priorities, Stergiopoulos et al. [50] input a dependency risk graph into their model and define the correlation between centrality metrics and high impact nodes. Further, the authors used centrality metrics to develop and test various risk mitigation strategies that maximize risk reduction. The results demonstrated that centrality measures could characterize critical infrastructure nodes that significantly affect the overall risk in a dependency risk graph.
In an alternative work, Stergiopoulos et al. [51] modeled dependencies among infrastructures as a graph [image: $$G = \left( {N,E} \right)$$], where [image: $$N$$] is a set of nodes representing infrastructures or components, and [image: $$E$$] is a set of edges that symbolize dependencies. In fact, an edge from node [image: $$CI_{i}$$] to node [image: $$CI_{ij}$$], i.e., [image: $$CI_{i} \to CI_{i}$$], denotes a risk relation that is derived from the dependence of infrastructure [image: $$CI_{j}$$] on a service provided by infrastructure [image: $$CI_{i}$$]. This relation is quantified using the impact [image: $$I_{i,j}$$] and the likelihood [image: $$L_{i,j}$$] that a disruption will be realized. Additionally, the cascading resulting risk is represented as a numerical value of each edge. The growth level is then precomputed and is passed to a fuzzy ranking system that provides realistic assessments of the evolution of potential failures.
One of the goals of Beccuti et al. [52] was to investigate the consequences of a malfunctioning communication system when the power grid experienced a failure. To this end, the authors modeled and simulated the electrical state of the Electrical Power System (EPS) using a Stochastic Activity Network (SAN). In contrast, a Denial of Service (DoS) attack was modeled using Stochastic Well-formed Nets (SWN). The researchers investigated how these two models can be integrated to characterize the DoS attack impact. While the approach is focused on specific scenarios, the executed analysis illustrated that the user satisfaction of a power line can differ significantly depending on the severity and progression of the DoS attack.
In a different work, Bloomfield et al. [53] centered their study on how the strength of dependencies between power and telecommunication networks affects various measures of risk and uncertainty. The approach begins with a high-level of abstraction aiming to identify dependencies between the components of CIs which is then followed by a detailed service behavior model. Further, the authors employed probabilistic models to come up with various measures for risk assessment, e.g. the likelihood of cascade failure under a given set of assumptions.
Netkachov et al. [54] used stochastic modeling of an industrial control system and studied the effect of both accidental failure and cyber attacks. In fact, the researchers used a stochastic state machine to model the behavior of the adversary while the dependencies between the elements are modeled using a deterministic or a probabilistic approach. The study of the employed approach unveiled the most critical elements of the network and a high correlation between the impact and the capability of the attackers.
Further, Johansen et al. [55] proposed to model the interdependencies by using a Bayesian network and a minimum link set (MLS) formulation to create the network model. The latter represented a set of functioning components required from the system to function. Moreover, the authors distinguished three types of dependencies; service provision, geographic, and access to repair interdependencies. This dependency relationship was then defined by the joint probability distribution of the components. Regardless of parent choice, the entire system is defined using joint probabilities divided by the marginal chances of failure. By applying their framework on a real system and given the complex interdependencies, the researchers quantified the cascading effect of an individual component’s performance on the entire network performance.
Additionally, Heracleous et al. [56] proposed a dependency modeling method that supports the investigation of the cascading effect, performs vulnerability analysis, and plans maintenance strategies. The authors demonstrated how an open hybrid automata allows modeling individual subsystems and composing them together to create more complex and detailed systems with the aim to capture different types of dependencies. By connecting six open automata models that represent various components of CIs, the authors ran simulations to study the effect of the malfunctioning of one infrastructure on other elements, perform vulnerability analysis, and offer a maintenance plan.
In another work, Ferdowsi et al. [57] analyzed the problem of allocating security resources over the various components of interdependent cyber-physical systems (CPS) in order to protect the entire ecosystem against cyber attacks. Indeed, the authors formulated a Colonel Blotto game where the attacker seeks to allocate its resources with the intention of compromising the CPS. At the same time, the defender chooses how to prioritize the defense against potential attacks. The reported result illustrated the correlation between the attacker's knowledge of interdependencies and the defense's success.
Risk assessment and threat intelligence
The growing number and scale of cyber threats demand proactive decisions for the development of ample cyber security capabilities. In fact, the core challenges for cyber-related decision making are the uncertainty of cyber threats and their severity, and the technological advances that introduce new vulnerabilities. Given the heterogeneity of IoT devices, a myriad of vulnerabilities requires patching and monitoring. Therefore, it is imperative to set the priority to secure critical weaknesses and allocate time and budget effectively. Contextualized cyber threat intelligence capabilities complement the risk assessment objective by helping discover unknown incidents, attack trends while assessing and comprehending their impacts.
In the context of risk assessment, Li et al. [58] estimated cyber security risk in traffic light systems. The authors first employed a game-theoretic framework to determine the worst-case traffic management performance under attack. The metric is then used to determine the severity of a particular attack as [image: $$S_{i} = P_{0} - P_{i}^{*}$$], where [image: $$P_{0}$$] represents a system performance that is not under an attack and [image: $$P_{i}^{*}$$] represents a system performance under an attack. The researchers then determined a cyber security risk of a traffic light system under a certain traffic network condition by calculating it as [image: $$R = \mathop \sum \limits_{{i \in {\text{C}}}} L_{i} *S_{i}$$]. Further, a cyber-risk mitigation framework is formulated using subjective decision rule known as a minimax-regret criterion. Here, the regret is defined as the risk under a specific traffic condition with no countermeasures employed. Additionally, the ranked countermeasures manage to minimize the worst-case regret.
Kelarestaghi et al. [59] conducted a vulnerability-oriented risk assessment by employing a National Institute of Standards and Technology (NIST) risk model. The authors synthesized real-world misdemeanors and research publications that study the attacks against in-vehicle network vulnerabilities in order to quantify the potential impact of the exploitations. Safety, operational, and security issues were then mapped into a visual matrix to facilitate risk prioritization. Moreover, an empirical study unveiled the severe impact of cyber attacks on the safety, security, and operation of the vehicle.
In an alternative work, Kotzanikolaou et al. [60] assessed a possible cascading effect of a single incident on multiple CIs. In fact, the approach models the connections between infrastructure as a graph where the edges represent the dependencies under regular operation. Additionally, the method does not differentiate the risks but uses the impact of adverse effects as a result of a risk assessment for each infrastructure.
It is hard to overestimate the importance of IoT in a smart city’s ecosystem. Given the diversity of IoT devices, the vulnerabilities of the entire system are countless [61]. Sicari et al. [62] proposed a general-purpose risk assessment methodology in the context of IoT deployment. The framework first identifies the model’s components and forms an attack tree with the nodes representing a different way of attacks and the leaves symbolizing the vulnerabilities [image: $$v_{i}$$]. Indeed, each vulnerability is associated with an exploitability level [image: $$E_{i}$$]. The latter indicates a measure of how probable the [image: $$v_{i}$$] is exploited to perform the attack. In the next step, the framework models a graph to depict the dependencies [image: $$d_{i}$$] among [image: $$v_{i}$$]. The exploitability level is then assigned to each edge of the graph and is updated according to the formula [image: $$E_{i + 1} = \max \left( {E_{0} \left( {v_{i} } \right), \min \left( {E\left( {d_{i} } \right), E_{i} \left( {E_{i} } \right)} \right)} \right)$$], which indicates the risk of exploitation. Moreover, the approach enables scalability in terms of effortless adding or removing components from the framework.
Further, Wang et al. [63] proposed a vulnerability assessment method rooted in an attribute attack graph. In fact, the model takes a network topology, the vulnerabilities, and an attack graph to generate an optimal attack map. It further calculates max loss from the exploitation by using a score from the Common Vulnerability Scoring System (CVSS) [64]. Finally, the model employs an augmented path algorithm to suggest an attack priority order and determines the weakest link in the system to prioritize their monitoring and security.
In a complementary work, Radanliev et al. [65] proposed an economic impact assessment framework for IoT. The authors adopted the Cyber Value at Risk model to measure the maximum possible loss over a given time period and the MicroMort model to predict uncertainty through units of mortality risk.
Nazeeruddin [66] leveraged Markov’s decision process in order to model the security of smart cities at a high level of abstraction. The model considers the system components and their types (e.g., sensor, actuator, etc.), the cyber attack against each element, the vulnerabilities with the exploitation probabilities that are extracted from the CVSS database, and the human involvement at the last level of defense. In case the attack successfully passed two levels of defense mechanisms, the model generates an alert for review by security analysts for further investigation. The authors demonstrated that the model could easily be adjusted with vulnerabilities to recalculate the risk level.
Shivraj et al. [67] offered a generic risk assessment framework for IoT systems. The authors described information flow across the different components as a weighted directed acyclic graph [image: $${\text{G}}\left( {{\text{V}},{\text{ E}}} \right)$$]. The edge [image: $$E$$] between nodes [image: $$V$$] indicates a dependency of one node to another. Indeed, one node can be connected to multiple ones, producing numerous connections. Additionally, the value of the edge weight is directly linked to the impact of the attacks. Moreover, various attacks are modeled through attack trees, while their propagation is represented using a bipartite graph. The latter allows capturing nested attacks (e.g., through spoofing an attack on a node; tampering, spoofing and denial of service attacks can be carried out on its parent node). The authors demonstrated the risk computation based on a simulated system of a connected car.
Mohsin et al. [68] proposed a probabilistic model aiming to automatically assess the likelihood of a threat realization in various IoT system configurations. At the very first stage, the framework leverages a Markov model to represent the system’s architecture, security threats, and attackers’ capabilities to predict the likelihood of an attack and suggest a secure configuration. Additionally, the framework addresses both concurrent and sequential elements of the system by assigning the synchronization labels for modeling concurrency, flags and counters for the subsequent flow. Moreover, the framework, dubbed as IoTRiskAnalyzer, answers the question of what the best possible configuration for a security requirement is, and how promising it is to enable the diagnostic of a cyber security posture.
One of the core goals of advanced threat detection is to determine the potential progress of the discovered malicious event through the ecosystem. In this context, Falco et al. [69] designed a method for automatic identification of attack strategies that can be used to compromise a CCTV network. The approach combines several established frameworks to address the full lifecycle of the attack. Additionally, a Lockheed Martin’s cyber kill chain is used to define the sequential phases. Moreover, the Open Web Application Security Project (OWASP) allowed identifying attack surface areas. Further, a MITRE’s Common Attack Pattern Enumeration and Classifications (CAPEC), along with Adversarial Tactics, Techniques, and Common Knowledge (ATT&CK) framework defined the required actions to conduct the attack. Finally, Kali Linux tools and known exploit tactics by MITRE’s ATT&CK Matrix execute the actions. The result, compared with the manually generated attack tree, demonstrated considerably greater depth and information granularity than the manual tree because it moves through each phase of the Cyber Kill Chain.
Angelini et al. [70] associated network topology and geography with the resultant impact using a visualization based on areas of corruption. This method was used in order to concentrate the attention on the most harmful risk of cyber incidents. In fact, the method's architecture is comprised of several components, including knowledge base generation, attack, risk, and response modeling. First, the model defines business processes of the power distribution system, and then assigns the mission priority and the cyber events that can adversely affect the business process. For visualization purposes, the authors clustered dense areas of network nodes and employed the Voronoi diagram to effectively spot the geographical placement. The reported results highlighted the sub-network which could cause mission degradation if compromised.
To analyze the degree of exploitation, Wang et al. [71] measured smart cities threat factors by combining more than 200 gathered features based on a Hardware, intelligence, Software, Policies and Operation (HiSPO) approach [72]. After assigning a weight [image: $$w_{i} = 1/\mathop \sum \limits_{i} (r_{i} )$$] to each threat, the threat factor was calculated as [image: $$t = 0.5*\sum w_{i} *\left( {t_{i} + \delta } \right) + 0.001*\left( {C_{B} + C_{T} + C_{E} } \right) + 0.02*f_{TI}$$], where [image: $$C_{B} ,C_{T} ,C_{E}$$] are base, temporal, and environmental scores in CVSS, respectively. Additionally, an adjusted weight for a threat is denoted as [image: $$\delta$$], while [image: $$f_{TI}$$] symbolizes a threat intelligence value. Moreover, the final report produced threat factors that were calculated before mitigation and after the assessment and mitigation period. Further, it showed that the proposed methodology can considerably minimize the risks for smart cities.
In an alternative work, Bou-Harb et al. [73] prototyped a IoT cyber threat intelligence platform for inferring and disclosing Internet-scale compromised IoT devices. To this end, the authors amalgamated the results from passive and active measurements of Internet-wide network traffic analysis. In fact, through an authenticated platform, they disclosed raw data related to numerous compromised IoT devices in diverse sectors, including critical infrastructure. Indeed, the platform estimates the indicators of a highly exploited hosting environment to provide early warnings regarding such exploitations and leverage visual dashboards in order to facilitate threat exploration and prioritization.
Further, honeypots trap an adversary by intentionally creating security vulnerabilities in specific technologies. These devices (or software) record malicious activities so that attack vectors and patterns can be further investigated. Given that ZigBee-based IoT devices are actively used in smart cities settings [74], the honeypot that simulates a ZigBee gateway proposed by Dowling et al. [75] is instrumental to explore attacks against smart cities. After 3-month of monitoring the activity that has targeted the ZigBee gateway, the researchers reported 6 types of executed attacks. These include dictionary and brute force attacks, scans, botnets and a number of other independent events. The authors also reported that dictionary attacks represented nearly 94% of all attacks.
Attack detection methods
Data-driven threat assessment, though extremely valuable and insightful, cannot capture all possible threat capabilities. To this end, a retrospective incident analysis captures several threat attributes and system characteristics, which allows the measurement of the effectiveness of the implemented defense mechanisms. Indeed, scientific efforts towards the development of compelling techniques for the detection of threats and malicious events have been studied for decades, yielding a plethora of inference methods. A recent trend continues to converge towards machine learning techniques, which addresses the problem of recognizing malicious patterns in (network) data flows/traffic to infer anomalies.
In this vein, the main goal of the work conducted by Oza et al. [76] is to detect replay attacks—a subset of false data injection attacks—in an effort to secure traffic lights. Indeed, such attacks minimize the efficiency of traffic management systems, and potentially can introduce life-threatening situations. To this end, the authors simulated a replay attack and studied existing detection mechanisms. They identified several shortcomings in these mechanisms and offered a threshold-based method for detecting an attack. Additionally, the authors determined a threshold by analyzing the occupancy’s sensors' readings with and without attacks. The detection algorithm observes the occupancy’s sensor’s data over time and alarms the operator if the change is above a defined threshold.
To detect energy theft, He et al. [77] attempted to identify potential malicious injections in the context of a power grid. The authors proposed a real-time scheme for capturing the behavioral features of false data injection attacks. Indeed, the architecture of the solution consists of a State Vector Estimator (SVE) and a Conditional Deep Belief Network (CDBN). The latter consists of a Conditional Gaussian–Bernoulli RBM method at the first hidden layer and a conventional RBM technique at all remaining hidden layers. Additionally, the CDBN is responsible for the extraction of high-dimensional temporal features. Moreover, the SVE evaluates the quality of the measurement data by calculating the [image: $$l_{2}$$]-norm of residual measurement and compares the calculation result [image: $$\eta$$] with the predetermined threshold [image: $$\tau$$]. Further, when [image: $$\eta &gt; \tau$$], the measurement is considered to be compromised.
The infrastructure of smart cities, particularly those aspects dealing with IoT devices, can be infected by malware or recruited into botnets for conducting DDoS attacks and other coordinated events. To this end, Azmoodeh et al. [78] applied a convolution network to the vector representation of Operations Codes (OpCodes) to detect IoT malware. The model first generates the graph of OpCodes and then converts it to eigenspace (i.e., eigenvector and eigenvalue) in order to pass it as an input to a convolutional network.
Further, Dovom et al. [79] proposed a malware classification technique rooted in fuzzy and fast fuzzy pattern tree that were applied to a vector representation of OpCodes sequences. In a nutshell, a fuzzy pattern classifier is a collection of fuzzy pattern trees [image: $$PT = \{ PT_{i} |i = 1, \ldots k\}$$], and each [image: $$PT_{i}$$] is a pattern tree associated with class [image: $$y_{i} \in \left\{ {malware, \;benign} \right\}$$]. The tree that produces a higher score [image: $$\hat{y} = argmax\left( {PT_{i} \left( x \right)} \right)f\;or\;y_{i} \in \left\{ {malware,\; benign} \right\}$$] is then used to assign the class. In fact, the authors leveraged a class-wise information gain to select the most beneficial features for flow graph generation. Additionally, the proposed method outperformed SVM, KNN, Random Forest, and Decision Tree classifiers. Moreover, the proposed method demonstrated a general potential in interacting with noise and ambiguity, making it a considerable solution for deployment at the edge of a network.
Malicious behaviors of recruited IoT devices (into botnets) can be detected in different stages of the attacks. Along this line of thought, Kumar et al. [80] endeavored to detect individual bots before an actual attack, i.e. during the scanning phase. Indeed, they analyzed network activities for early detection of individual bots. Towards this, several machine learning algorithms, such as Random Forest, KNN, and Gaussian Naive Bayes were used to label the network traffic that demonstrates a behavior similar to an IoT-botnet behavior. To increase the performance of the method, the authors operated on an aggregate traffic in order to detect an IoT access gateway-level. This method was proved to be faster and reduced the memory space required.
Alternatively, since some attackers made successful attempts to avoid detection, it is crucial to be able to detect the infections in later stages of the attack. To this end, Meidan et al. [81] proposed N-BaIoT, a network-based approach which detects compromised IoT devices that are used to launch attacks. The approach extracts statistical features that capture the behavior of the network and uses deep autoencoders (DAE) in order to detect anomalous network traffic generated by compromised IoT devices. The method was proven to be able to detect previously unseen botnets with low rates of false alarms, which is crucial for resource allocation.
In an alternative work, Alazab et al. [82] proposed a detection technique which semantically discriminates botnets and verifies the behavioral legitimacy of numerous smart city’s IoT-based applications. Indeed, the authors leveraged the domain name system’s (DNS) services to build-upon a framework which initially visualizes DNS features (such as domain name length, domain name entropy, and domain name n-gram). Consequently, the method estimates a similarity score and compares it with a predefined threshold. The domain names that did not pass the threshold are labeled as spoofed. Additionally, a cost-sensitive deep learning algorithm analyzes other domains. Here, the results are also visualized for the administrator for easy of digestion.
Alternatively, Raza et al. [83] proposed a method to detect attacks inside the 6LoWPAN network protocol, which is actively used in smart lighting solutions. By observing a network topology, the framework’s modules grasp inconsistencies in node communications and detect attacks. First, the approach gathers information about the network to reconstruct a Destination-Oriented Directed Acyclic Graph (DODAG). Then, it infuses the node’s parent and neighbor information into the graph. An algorithm which analyzes consistency in a network graph carries the detection of false data injection and routing attacks. In an extended version [84], the authors leveraged Expected Transmissions (ETX) metrics, which are measured by sending periodical probe packets between the participating neighbors.
By modeling non-linear correlation among multiple time series, Li et al. [85] designed an unsupervised GAN-based anomaly detection (GAN-AD) method for inferring attacks in multi-process CPS with various network sensors and actuators. The proposed GAN employed Long Short Term-Recurrent Neural Networks (LSTM-RNN) for both the generator and discriminator and calculated scores to indicate the level of abnormality in the time series. In fact, when tested on the CPS dataset from the Secure Water Treatment Testbed (SwaT), the model demonstrated that it outperformed existing unsupervised detection methods.
Alternatively, to detect crypto-ransomware in IoT networks, Azmoodeh et al. [86] classified power usage patterns on IoT nodes and discriminated ransomware-infected nodes. At the first stage, the methodology recorded a sequence of energy usage for each process of the targeted devices, followed by a calculation of the distance that measures an optimal alignment between two time-dependent sequences known as Dynamic Time Warping (DTW). Finally, the authors employed three classifiers, namely Neural Network, SVM, and KNN. In combination with Dynamic time warping, KNN outperformed other classifiers and demonstrated remarkable performance (94.27%) in detecting ransomware in the IoT nodes.
One of the biggest cyber security concerns directly refers to the inability of machine learning methods to combat adversarial attacks. Indeed, the proactive data-driven defense methods that aim to cope with the attack against machine learning algorithms propose to sanitize the training and testing data by detecting the adversarial injection. For instance, Baracaldo et al. [87] leveraged provenance data, which consists of meta-data describing the origin and lineage of each data point, in order to identify malicious manipulation of the training data. Additionally, the authors pinpointed generated poisoned data, formed provenance data. Moreover, the validation unveiled that employing this method as a filter during the training phase significantly improves classification performance.
Further, the framework proposed by Laishram and Phoha [88] clusters the feature space of the input and filters out suspicious data points. The method calculates an average distance of each data point from the other points in the same cluster. It then considers a class label as an additional feature with a proper weight. Additionally, the data points with a confidence level less than 95% are removed from the training data to achieve input purity. Moreover, empirical experiments demonstrated remarkable accuracy improvement of the SVM classifier.
Discussion and key findings
In this section, we evaluate the reviewed methods and extract findings and insights from the conducted literature review. First, we distinguish and briefly describe employed theoretical background by pointing the category of models that use it. We further link the models to the identified threats to analyze the covered scope. Additionally, we take a closer look at the plausible visual support that could be provided by the reviewed works. Lastly, we establish a benchmark for comparison by examining the main characteristics of the underlying data and by reporting several evaluation metrics.
Theoretical background
We distinguish two classes of models based on their theoretical background, namely (i) machine learning and data mining, and (ii) knowledge-based models. The first class consists of methods which derive complex pattern-matching capabilities from the training data; hence it includes a learning stage. The second class consists of methods which require creating a knowledge base that reflects a system or a security profile. These classes along with their subclasses are shown in Fig. 8.[image: ../images/40537_2020_363_Fig8_HTML.png]
Fig. 8The categories of theoretical methods. Labels: [image: ../images/40537_2020_363_Figa_HTML.gif]
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Machine learning and data mining methods
Deep autoencoder (DAE) is a feed-forward multi-layer neural network that is trained to compress and reconstruct input data with a minimal difference between input and output [89]. [image: $$\overline{X} = D\left( {E\left( X \right)} \right)$$], where [image: $$X$$] and [image: $$\overline{X}$$] are input and output, respectively, E is an encoder from the input to the hidden layer, and D is a decoder from the hidden layer to the output. Indeed, a DAE is designed to prioritize the features of [image: $$X$$] that should be copied to [image: $$\overline{X}$$]. Therefore, it learns important properties of the underlying data. Additionally, the goal of DAE can be formalized as the following optimization problem: [image: $$\mathop {\min }\limits_{D,E} \left\| {X - D\left( {E\left( X \right)} \right)} \right\|$$].
Deep Belief Networks (DBNs) [90] consist of multiple layers of stochastic and latent variables and can be regarded as a special form of the Bayesian probabilistic generative model.
Convolutional Network is a neural network that consists of convolutional and subsampling layers followed by fully connected layers. In fact, the convolutional layer has [image: $$k$$] kernels that act as a feature detector.
Fast fuzzy pattern tree [91] is a tree-like structure in which the inner nodes are fuzzy logic arithmetic operators and the leaf nodes are associated with fuzzy predicates on input attribute.
Generative Adversarial Networks (GANs) [92] is a generative and discriminative deep learning architecture that consists of two competing neural network models, namely generator ([image: $$G$$]) and discriminator ([image: $$D$$]). As a first step, the generator receives noise [image: $$z$$] to learn a distribution [image: $$p_{z}$$]. Based on perceived distribution, the generator [image: $$G$$] produces data samples and passes them to the discriminator [image: $$D$$]. Then, the discriminator uses the Jensen–Shannon divergence to determine the distribution between real and fake data, and back-propagate the probability of data authenticity to [image: $$G$$]. Additionally, the generator subsequently adapts its parameters based on received gradient information and passes new samples to [image: $$D$$]. The goals of the generator and the discriminator can be formalized as the following minimax game with value function [image: $$V\left( {D,G} \right):\mathop { \min }\limits_{G} \mathop {\max }\limits_{D} V\left( {D,G} \right) = {\mathbb{E}}_{{x\sim p_{data} \left( x \right)}} \left[ {\log \left( {D\left( x \right)} \right)} \right] + {\mathbb{E}}_{{z\sim p_{z} \left( z \right)}} \left[ {\log \left( {1 - D\left( {G\left( z \right)} \right)} \right)} \right],$$] where [image: $$p_{data}$$] is the data distribution and [image: $$p_{z}$$] is the prior distribution of the generative network.
Gaussian Naive Bayes is a Bayesian network with one root node that represents the class and n leaf nodes that represent the attributes. Naïve Bayes classifier is defined as [image: $$N\left( a \right) = argmax_{c \in C} P\left( c \right)\mathop \prod \limits_{i = 1}^{n} P\left( {x_{i} |c} \right)$$], where [image: $$a = \left\{ {X_{1} = x_{1} , \ldots , X_{n} = x_{n} } \right\}$$] is a complete set of attributes In Gaussian Naive Bayes, each attribute is defined by a Gaussian probability density function (PDF) as [image: $$X_{i} \sim N\left( {\mu ,\sigma^{2} } \right)\left( x \right) = \frac{1}{{\sqrt {2\pi \sigma^{2} } }}$$], where µ is the mean and [image: $$\sigma^{2}$$] is the variance.
Random Forest classifier is a machine learning method that leverages decision trees and ensemble learning. Indeed, the forests are a collection of tree-structured classifiers [image: $$\left\{ {h\left( {x,\Theta_{k} } \right),\; k = 1, \ldots } \right\}$$], where [image: $$\{ {\Theta }_{k} \} { }$$] independent identically distributed random vectors and each tree are assigned a vote for the most popular class at input [image: $$x$$]. In fact, the prediction can be made based on majority voting or weighted voting. Additionally, Random Forests can use a large number of attributes and therefore do not require feature selection. Another advantage of this classifier is its resistance to overfitting. However, it heavily depends on the implemented random generator and is deficient in model interpretability.
k-Nearest Neighbors is a popular machine learning method that does not have a learning phase but instead memorizes the training data. Indeed, to predict the class of an unseen instance, the KNN classifier measures the similarity between data points by using the Euclidean distance [image: $$d\left( {x,y} \right) = \sqrt {\mathop \sum \limits_{k = 1}^{n} \left( {x_{k} - y_{k} } \right)^{2} }$$], where [image: $$x_{k} , y_{k}$$] are featured elements of instances [image: $$x$$] and [image: $$y$$], respectively.
Knowledge-based models
Graph theory In a cyber security setting, graphs can describe attack prerequisites (vulnerabilities) or attack pathways. The algorithm of finding the shortest path in the tree determines the system exploitability index or optimal route of attack from the attacker’s standpoint. In fact, complementing the above graphs with countermeasures aids defense prioritization.
Game theory is the mathematical modeling of interactions among agents. The formal theory defines a game as [image: $$Game = \left( {P_{i} , \;S,\; s,\; \pi_{i} } \right)$$], where [image: $$P_{i}$$] stands for players ([image: $$i = 1,2, \ldots$$]), S is a set of pure strategies for each player I, [image: $$s:S_{1} \times S_{2}$$] is a set of pure strategy profile, and [image: $$\pi_{i} : S \to {\mathbb{R}}$$] is the players’ payoff functions. Further, the solution to a game is represented as optimal decisions of the players, who may have mutual or conflicting interests.
Markov decision process (MDP) is a stochastic process that is defined as a tuple [image: $$\left( {S, \;A,\; P_{a} ,\; R_{a} } \right)$$], where [image: $$S$$] is a finite set of states, [image: $$A$$] is a finite state of actions, [image: $$P_{a}$$] is the probability that action [image: $$a{ }$$] in state [image: $$s$$] at the time [image: $$t$$] will lead state [image: $$s^{\prime}$$] at time [image: $$t + 1$$] and [image: $$R_{a}$$] is a reward expected to be received after transition from state [image: $$s$$] to [image: $$s^{\prime}$$] due to action [image: $$a$$]. Moreover, the outcome of MDP is a policy [image: $$\pi$$] that maps each state to an action [image: $$a$$] taken in this state [image: $$s.$$] Additionally, the process has an important property; the action only depends on the current state, not on the prior history. Further, the policy may be realized through a lookup table, or may involve extensive computation [93].
State Machine is an abstract model that represents how the output is computed based on the input. Indeed, the model is formulated mathematically as [image: $$SM = \left( {\Sigma ,\; S,\; s_{0} ,\; \delta ,\; F} \right)$$], where [image: $${\Sigma }$$] a finite set of symbols, S is a finite set of states, [image: $$s_{0}$$] is an initial state of S, [image: $$\delta$$] is a state transition function [image: $$\delta :S \times \Sigma \to S$$] and F is a finite set of final states.
Stochastic Activity Networks (SAN) [94] are used for performance, dependability, and performability evaluations. As a stochastic extension of Petri nets, SAN consists of the following elements: places, gates, and activities. Indeed, the gates connect places to activities (input gates) and activities to places (output gates). Additionally, the activities can be instantaneous and timed, which have the delay to completion. Moreover, formally, [image: $$SAN = \left( {\left( {P, A, I, O, \gamma , \tau , \iota , o} \right), \mu_{0} , C, F, G} \right)$$], where P is a finite state of places, A is a finite state of activities, I is a finite state of input gates, O is a finite state of output gates, [image: $$\gamma$$] is a number of cases for each activity, [image: $$\tau$$] specifies the type of activity, [image: $$\iota$$] maps input gates to activities and o maps the output gates to places.
Stochastic Well-formed Nets (SWN) [95] is a system model that captures the main characteristics of complex systems with the large number of interconnected components. Mathematically, it is defined as [image: $$SWN = \left( {WN, \;\theta } \right)$$], where WN is a well-formed colored Petri net and [image: $$\theta$$] is a function of transitions.
Competing Risks Theory [96] assesses a specific risk in the complex presence of other k risks and attempts to predict the consequences of removing this risk.
Monte Carlo Simulation is a mathematical method of generating random variables for risk or uncertainty modelling of a certain system.
We map the reviewed methods and their theoretical background in Table 2.Table 2Mapping of theoretical background and reviewed methods


	Theoretical background
	Interdependency models
	Risk assessment and threat intelligence
	Attack detection

	Deep autoencoder (DAE)
	 	 	[81]

	Deep Belief Networks (DBNs)
	 	 	[77]

	Convolutional network
	 	 	[78]

	Fuzzy pattern tree
	 	 	[79]

	Generative Adversarial Networks (GANs)
	 	 	[85]

	Gaussian Naive Bayes
	 	 	[80]

	Random Forest classifier
	 	 	[80]

	k-Nearest Neighbors
	 	[68, 70]
	[80, 86]

	Graph theory
	[48–51, 55, 57]
	[58, 60, 62, 63, 67]
	 
	Game theory
	[57]
	 	 
	Markov decision process/chain
	[49]
	[66]
	 
	State machine
	[53, 54, 56]
	 	 
	Stochastic Activity Networks (SAN)
	[52–54]
	 	 
	Stochastic Well-formed Nets (SWN)
	[52]
	 	 
	Competing Risks Theory
	[53]
	 	 
	Monte Carlo Simulation
	[53]
	 	 
	Various data mining methods
	 	[59, 65, 69, 71, 73, 75, 76]
	[82]




Scope
To establish a connection between the identified threat classes and the methods supporting their visibility, we map them in Table 3. Indeed, the threats related to infrastructure and data received the most attention. We note that resource infiltration, including user credentials, is rarely researched. Similarly, threats such as data tampering and data misuse are also insufficiently studied. In fact, the latter is surprising given the worldwide growth of ransomware attacks against smart cities. Moreover, with rare exceptions, the reviewed works cover one threat category, leaving other threats unaddressed. Further, their limited scope might impede the transition to practical applications.Table 3Methods supporting cyber situational awareness for smart cities


	Threat category
	Interdependency models
	Risk assessment and threat intelligence
	Attack detection

	Credentials theft
	–
	[75]
	–

	Resource infiltration
	–
	[73, 75]
	–

	Infrastructure tampering
	–
	[59, 73, 75]
	[80–82]

	Resource overwhelming
	[52, 53]
	[62, 67]
	[83–85]

	Identity manipulation
	–
	[62, 69]
	[83, 84]

	Infection by malware
	–
	[75]
	[78, 79]

	Data tampering
	–
	–
	[86]

	Data corruption
	–
	[58, 62, 77]
	[76, 77, 83]

	Data misuse
	–
	[63]
	–

	Disruption of decision-making process
	–
	–
	[87, 88]

	Overall threat factor/impact
	[49–51, 53–55]
	[60, 66–68, 70, 71]
	–




Visual support
Just as significant, analytics-driven cyber security needs to offer visual support in order to engage human cognition for data interpretation. Visual analytics connect computational data analysis methods and human reasoning in the decision-making process through visualization and interaction. Indeed, the graphical representation conveys a broad spectrum of visual aids to understand how the model works, to represent the results in an intuitive, self-explanatory way, and to enable interaction for visual data exploration. While the reviewed papers have not been dedicated to producing a visual aid, we compare visual dimensions to understand the role of visualization for analytical analysis. To this end, we derive (and focus) on three categories, namely, performance visualization, model explanation, and knowledge extraction.	(i)Performance visualization refers to the graphical representation of the model’s accuracy, including the one achieved by employing different parameters in the model.

 

	(ii)Model explanation refers to the process of interpreting the discovered knowledge in the form of visual graphics. The first thing to consider here is the visualization of model architecture, in particular, how the model and dataflow are designed. Additionally, computational graphs and flowcharts sufficiently capture the architecture. Moreover, other components to visualize are the model parameters, the contribution of different inputs (i.e., features), and the error measurements (e.g., those generated by adversarial network samples at each step).

 

	(iii)Knowledge extraction leverages human cognition which enables users to interpret data and formulate hypotheses more efficiently. In fact, interaction techniques, such as detail-on-demand, dynamic queries, and zooming can significantly improve this process.

 




Figure 9 illustrates the distribution of the types of the offered visualizations. Even though around 50% of the works still do not leverage a visualization method, researchers found a way to visually clarify a model as a means to explain a method. Indeed, scatterplots, line and bar charts are gradually used as visual structure for model explanation. In fact, the majority of reviewed works used spatial view in the form of 2-dimensional data representation, while the combination of a physical and 2-dimensional structure is only used in one paper. Further, less than 40% of the surveyed models support result visualization. Among them, only one work offers interactivity, while the remaining works solely rely on non-interactive representations.[image: ../images/40537_2020_363_Fig9_HTML.png]
Fig. 9The distribution of visualization types. The papers that consider two different visualization categories are illustrated close to the line that distinguishes two categories. Labels: [image: ../images/40537_2020_363_Figa_HTML.gif]


—employed for dependency models, [image: ../images/40537_2020_363_Figb_HTML.gif]


—employed for risk assessment, [image: ../images/40537_2020_363_Figc_HTML.gif]


—employed for attack detection


While automated algorithms make pattern recognition, classification, and other functions possible, the combination of these algorithms with visual analytics can undoubtedly enhance the decision-making process.
Underlying data: input, interpretation, and datasets
The reviewed works established a basis for researchers by obtaining underlying data in two ways: (i) using existing datasets and (ii) harvesting data by setting up specific environments in laboratory settings. The former methods are quite efficient given that they avoid any data collection. However, we witness a shortage of smart cities-related datasets. Therefore, the second method of data capture is highly thought-after. Nevertheless, it is typically only suitable for short-term collection, hardly reproducible, and barely covers the entire infrastructure of smart cities.
Table 4 provides a summary of data inputs, the output (interpretation) of the model, and the used dataset for validation.Table 4Summary of base data and datasets


[image: ../images/40537_2020_363_Tab4_HTML.png]


Given the lack of public datasets that are created for smart cities, the general examples and several datasets are produced in laboratory environments. However, such settings do not capture a smart cities' context. Therefore, they are rarely based on realistic assumptions; thus, their practical implementation might not always be successful or representative.
We now give a brief description of the employed public datasets.
2016 SWaT dataset [98] supports research in the design of secure Cyber-Physical Systems (CPS). Indeed, the data collection was performed on a six-stage Secure Water Treatment (SWaT) testbed that depicts a scaled-down version of an industrial water treatment plant. Additionally, the dataset consists of two behavioral models collected during normal operation and an under attack system. Moreover, the physical properties of the data along with the network traffic contain attacks carried out by the researchers and provides accurate data labels for subsequent use.
Shodan [99] is a search engine for Internet-connected devices. It crawls the Internet 24/7 and updates its repository in real-time to provide a recent list of IoT devices. Additionally, by grabbing and analyzing banners and device meta-data, the engine explores their corresponding various vulnerabilities (including Heartbleed, Logjam, and default passwords).
BullGuard's IoT Scanner is an online search engine that leverages Shodan’s service in order to allow users to scan their networks for vulnerabilities.
A darknet [100] (also commonly referred to as a network telescope) is a set of routable and allocated yet unused IP addresses. From a design perspective, a darknet is transparent and indistinguishable compared with the rest of the Internet space. From a deployment perspective, it is rendered by network sensors that are implemented and dispersed on numerous strategic points throughout the Internet. The aim of a darknet is to provide a lens on Internet-wide unsolicited traffic; since darknet IP addresses are unused, any traffic targeting them represents anomalous traffic.
All ransomware and malware samples are collected from VirusTotal. Indeed, this service combines the output from various antivirus programs and online scan engines to test whether the behavior of the software indicates malicious activities or not. Additionally, through the public API, the users can automatically upload and verify their files.
Model comparison and evaluation metrics
Interdependency models
To compare the methods introduced in “Interdependency models” section, we consider the following criteria: categories of dependencies, completeness, and modeling approach.	i.Categories of dependencies this criterion refers to the types of interdependencies that each method models. In this context, we classify these as cyber, physical, and functional dependencies [101]. Additionally, we label the modeled dependencies as cyber if the state of one domain depends on information transmitted by another. Moreover, physical dependencies represent the networks that share a physical flow. Further, functional dependencies consider, in (or the availability of) one domain, the effect of degradation on the performance of the dependent infrastructure.

 

	ii.Scale this criterion measures the coverage of the reviewed methods. Clearly, the number of considered dependent domains directly affects the completeness of the modeled architecture.

 

	iii.Modeling approach this criterion labels the method based on the technique employed to model dependencies; probabilistic (P), expert opinion (E), or deterministic (D).

 




Table 5 summarizes the characteristics above and compares the surveyed methods by producing the following observations. First, all the approaches concentrate on the downstream dependencies and maintain a high-level of detail where each domain is represented as one entity. Indeed, this might indicate that cyber interdependencies require an additional modeling approach in order to analyze the effect of cyber attacks targeting the data layer. Second, the surveyed methods support a limited number of domains which implies that these methods are developed as a proof of concept, and that the feasibility of a practical implementation requires further investigation. In fact, the scalability of the method and its accuracy should be carefully considered, even though the accuracy evaluation measures remain immature.Table 5Comparison of the methods modeling dependencies between smart cities’ elements


	References
	Category
	Scale
	Modeling approach

	Cyber
	Physical
	Functional
	< 3
	3–5
	> 5
	P
	E
	D

	Laugé et al. [48]
	 	 	✓
	 	 	✓
	 	✓
	 
	König et al. [49]
	 	 	✓
	✓
	 	 	✓
	 	 
	Stergiopoulos et al. [50]
	 	 	✓
	✓
	 	 	 	✓
	 
	Stergiopoulos et al. [51]
	 	 	✓
	 	 	✓
	 	✓
	 
	Beccuti et al. [52]
	 	 	✓
	✓
	 	 	✓
	 	 
	Bloomfield et al. [53]
	 	✓
	✓
	✓
	 	 	✓
	 	✓

	Netkachov et al. [54]
	✓
	 	 	✓
	 	 	✓
	 	✓

	Johansen et al. [55]
	✓
	✓
	 	 	✓
	 	✓
	 	 
	Heracleous et al. [56]
	 	 	 	 	✓
	 	 	 	 
	Ferdowsi et al. [57]
	✓
	✓
	 	✓
	 	 	✓
	 	 

Modeling approaches: P probabilistic, E expert opinion, D deterministic



Risk assessment methods
One of the most significant challenges of prioritization methods in a smart city’s settings is the evaluation of the proposed approach. This issue is confirmed by the absence of standard evaluation metrics in the reviewed papers. Since the selection of risk assessment methodology depends on the system infrastructure, security requirements, and purpose [102], we define herein the following set of metrics to evaluate the sufficiency of each model.	i.Perspective this criterion focuses on the resource level that is used to identify the risk. It can be described as three categories; asset-driven, service-driven, and business-driven method [102]. First, the asset-driven category identifies risks associated with smart cities' assets, such as IIoT and IoT devices, cloud services, or software, to name a few. Second, the service-driven models identify the risk in the smart cities’ provided services. For instance, the risk can be assessed for smart transportation. Lastly, the business-driven risk assessment concentrates on the business processes.

 

	ii.Application area the intertwined architecture of smart cities makes the estimation of an impact way harder than in traditional ICT environments. Indeed, such infrastructure consists of a myriad of heterogeneous devices, communication protocols, and big data ecosystems, not to mention the strong relationship between the elements of the architecture.

 

	iii.Cybersecurity scope typically, the cyber security scope refers to the impact on main cyber security objectives, namely, confidentiality, integrity, availability, and accountability. However, to be consistent with the threats described in “Threat landscape”, we classify the scope based on four previously identified classes; exploratory threats, infrastructure sabotage, data manipulation, and third-party breaches.

 

	iv.Threat identification strategy we observed two main approaches; manual and automatic. The latter, however, relies on third-party databases or platforms.

 

	v.Uncertainty handling we extracted two strategies that the reviewed models employ to handle uncertainty. These are probabilistic and ordinal strategies. Indeed, the widely used probabilistic method has well-defined mathematical properties. Additionally, the ordinal measure is represented by ranking the exploitability level of the attack vector. In fact, this ranking is chosen on a scale of 1–9, where 1 is the most difficult path.

 

	vi.Produced outcome we observe two main risk calculation methods. Indeed, the framework either computes the exploitability level (not the risk) or employs the classical way that takes into account a likelihood of exploitation and a potential impact indicator. Additionally, the choice of the method that computes risk implies that the models are developed for general-purpose. We note that this method omits other angles of risk evaluation such as financial interpretation, risk assessment for compliance, or safety reasons. Although several publications do not directly state the supported decisions, the produced output implies that the safeguard prioritization is a key outcome. In fact, it confirms our previous conclusion that the reviewed methods are general-purpose and omit the prioritization of investments and compliance.

 

	vii.Credibility this criterion measures the ability of the approach to capture the real risk level. Indeed, the credibility of the risk assessment model can be measured as reliability and validity. While the former is concerned with the consistency of the results, validity deals with the resulting accuracy compared to the true underlying risk [103].

 




Table 6 combines the metrics for each selected method and leads to the following remarks. First, the majority of the reviewed methods focus on an asset-based approach, even though the effect on smart cities' operations is still at its infancy. Second, the loss of power due to the exploitation of the power grid can lead to a degradation of the traffic’s control’s system’s performance. At the same time, the reviewed methods do not take into account this dependency. However, the accurate impact estimation seems to be unconceivable due to the lack of empirical data. Besides, all the methods fail to take into account an emerging risk of using infrastructure as an attack platform [104]. Third, the assessment in the reviewed works centers on infrastructure and data manipulation, with a significant bias to the former class. However, the exploratory and third-party threats are the entry points for many attacks while risk assessment methods seem to be undervalued (in terms of their significance). Forth, the reviewed models choose probabilistic and ordinal measures with the nearest frequency, knowing that a game-theoretic approach is rarely explored. Finally, although the reviewed papers seldom measure reliability (in fact, only one model, which is proposed by Falco et al. [69], compared the results with a model produced by experts), all of them omitted the validity measurement.Table 6.Evaluation of the prioritization schemes


	References
	Perspective
	Threat enum
	Cybersecurity scope
	Uncertainty handling
	Basis for prioritization

	A
	S
	B
	E
	I
	D
	T

	Li et al. [58]
	✓
	 	 	Manual
	 	 	✓
	 	
[image: ../images/40537_2020_363_Figd_HTML.gif]
	Mitigation prioritization

	Kelarestaghi et al. [59]
	 	✓
	 	Manual
	 	✓
	 	 	N/A
	Impact assessment

	Kotzanikolaou et al. [60]
	✓
	 	 	Manual
	Not specified
	 	
[image: ../images/40537_2020_363_Fige_HTML.gif]
	Mitigation prioritization

	Sicari et al. [62]
	✓
	 	 	Manual
	 	✓
	✓
	 	
[image: ../images/40537_2020_363_Figf_HTML.gif]
	Exploitability level

	Wang et al. [63]
	✓
	 	 	Manual
	 	 	✓
	 	
[image: ../images/40537_2020_363_Fige_HTML.gif]
	Threat factor

	Radanliev et al. [65]
	✓
	 	 	Manual
	 	✓
	 	 	 	Economic impact

	Nazeeruddin [66]
	 	✓
	 	Manual
	 	✓
	 	 	
[image: ../images/40537_2020_363_Fige_HTML.gif]
	Threat factor

	Shivraj [67]
	✓
	 	 	Manual
	 	✓
	 	 	
[image: ../images/40537_2020_363_Figf_HTML.gif]
	Threat factor

	Mohsin et al. [68]
	✓
	 	 	Manual
	 	✓
	✓
	 	
[image: ../images/40537_2020_363_Fige_HTML.gif]
	Prioritized configuration

	Falco et al. [69]
	✓
	 	 	Automatic
	 	✓
	 	 	
[image: ../images/40537_2020_363_Figf_HTML.gif]
	Attack path projection

	Angelini et al. [70]
	 	 	✓
	Manual
	Not specified
	 	
[image: ../images/40537_2020_363_Figf_HTML.gif]
	Operational impact

	Wang et al. [71]
	 	 	✓
	Manual
	 	✓
	✓
	 	
[image: ../images/40537_2020_363_Fige_HTML.gif]
	Threat factor

	Bou-Harb et al. [73]
	✓
	 	 	Automatic
	 	✓
	 	 	
[image: ../images/40537_2020_363_Fige_HTML.gif]
	Situational awareness


Perspective: A asset-driven, S service-driven, B business-driven. Cybersecurity scope: E exploratory threat, I infrastructure sabotage, D data manipulation, T third-party breaches. Uncertainty: [image: ../images/40537_2020_363_Figf_HTML.gif]


—ordinal, [image: ../images/40537_2020_363_Fige_HTML.gif]


—probabilistic, [image: ../images/40537_2020_363_Figd_HTML.gif]


—game-theoretic



Attack detection methods
To evaluate the performance of the reviewed models, we measure the following four metrics. The first one refers to the ability of the model to classify the instances correctly, while the second one measures how well the model can capture data patterns. Further, we look at the transparency of the model or how well the process is considered to be trustworthy. A final metric analyzes the capability of the approach to capture the attributes of the detected threats.
The ability of the method to label instances can be presented as accuracy, precision, recall, and F-measure. Indeed, the estimation of these measures depends on the following indicators.	True positive ([image: $$tp$$]) indicates that the positive instance is correctly classified.

	True negative ([image: $$tn$$]) implies that the negative instance is correctly labeled.

	False positive ([image: $$fp$$]) indicates that the negative instance is misclassified as positive.

	False negative ([image: $$fn$$]) indicates that the positive instance is misclassified as negative.

	Accuracy is considered to be a prime indicator of the correctness of the detection model. It is calculated as the percentage of all the correctly classified instances to all instances as [image: $$\left( {tp + tn} \right)/\left( {tp + tn + fp + fn} \right)$$]. However, the accuracy can be misleading in case of high class imbalance [105]. In this case, the following metrics are required to evaluate a model.

	Precision measures the proportion of correctly classified instances of all the records that are classified as positive. It is defined as [image: $$tp/\left( {tp + fp} \right)$$]. Indeed, a low precision can indicate a large number of [image: $$fp$$].

	Recall, also known as sensitivity or true positive rate, represents the ratio of correctly classified positive instances to a number of instances that should be classified as positive. It is formally defined as [image: $$tp/\left( {tp + fn} \right)$$]. In fact, a low recall indicates a large number of [image: $$fn$$].

	F-Measure is the harmonic mean of precision and recall. It is defined as [image: $$2*tp/\left( {2*tp + fp + fn} \right)$$].




The problem with the ability of the model to classify instances correctly is that it does not validate the model’s performance on previously unseen data. To this end, we evaluate how well the model captures the data pattern. In fact, several methods generalize a model’s performance and help evaluate a model’s ability to capture data patterns.	(i)Hold-out technique randomly divides the dataset into two subsets, namely, training and testing. The split is usually 60/40, 70/30, or 80/20. To avoid a situation when the uneven distribution of classes is found in a subset, it is essential to balance the instances belonging to the different classes.

 

	(ii)k-fold cross validation divides datasets into k subsets; one of them is used as the testing set and the other k – 1 subsets form the training set. Indeed, the method ensures that each instance is a part of a testing set exactly one time. Additionally, the process of training and testing the model is repeated k times and the average error through all tests is used for evaluation. However, the k-fold cross validation is computationally expensive, because the training and testing process should be repeated k times.

 

	(iii)Leave-one-out cross validation is a k-fold cross validation with k equal to the number of data instances in the dataset. The evaluation produced by this method is considered to be good even though it is not optimal in terms of computation.

 

	(iv)Matthews correlation coefficient (MCC) measure considers all metrics from the confusion matrix to diminish the influence of one class.

 




[image: $$MCC = {{\left( {tp*tn - fp*fn} \right)} \mathord{\left/ {\vphantom {{\left( {tp*tn - fp*fn} \right)} {\sqrt {\left( {tp + fp} \right)\left( {tp + fn} \right)\left( {tn + fp} \right)\left( {tn + fn} \right)} }}} \right. \kern-\nulldelimiterspace} {\sqrt {\left( {tp + fp} \right)\left( {tp + fn} \right)\left( {tn + fp} \right)\left( {tn + fn} \right)} }}$$]. Indeed, MCC equal 1 indicates the perfect prediction, while − 1 refers to the worst prediction.
Further, machine learning models are often criticized by the users as being black-box due to the lack of interpretability that helps us understand how the models make decisions based on the data. To this end, we evaluate each model’s transparency by looking at how the model quantifies the influence of each input, details the model’s errors, and records the results at each step of the model. Indeed, with different levels of details, several works visually explained the steps of the proposed methods. However, nearly 50% of the methods are still obscure. In fact, the clarity of the model can boost trust and practical adoption. This being said, more explanation should be given to the interpretability of the results and the process itself.
Table 7 summarizes the metrics that are used to evaluate the reviewed detection methods. Although we report the value of various metrics for each work, they are hardly comparable due the underlying nature of the dataset used for evaluation and the different level of detail that is provided in the reviewed papers.Table 7The performance benchmarks of various threat detection methods


	References
	Accuracy (%)
	Precision (%)
	Recall (%)
	F-Measure
	TP
	FP
	Validation

	Oza et al. [76]
	–
	–
	–
	–
	–
	–
	–

	He et al. [77]
	93.73–98.51
	–
	–
	–
	–
	–
	–

	Azmoodeh et al. [78]
	99.68
	98.59
	98.37
	0.98
	–
	–
	Tenfold

	Dovom et al. [79]
	96.4
	94.33
	89.71
	0.89
	–
	–
	MCC

	Kumar et al. [80]
	94.44
	92
	1
	0.96
	–
	–
	Hold-out

	Meidan et al. [81]
	–
	–
	–
	–
	100
	0.7
	Hold-out

	R et al. [82]
	99
	85
	99
	92
	 	 	Hold-out

	Raza et al. [83]
	80–100
	-
	100
	-
	 	 	-

	Shreenivas et al. [84]
	90–100
	–
	–
	–
	 	 	-

	Li et al. [85]
	94.8
	93
	63.64
	0.75
	 	 	Hold-out

	Azmoodeh et al. [86]
	94.27
	89.19
	95.65
	0.92
	 	 	Leave-one-out

	Baracaldo et al. [87]
	Up to 90
	–
	–
	–
	 	 	Hold-out

	Laishram and Phoha [88]
	Up to 99
	–
	–
	–
	 	 	Tenfold




The numerous models achieved accuracy over 95%. Additionally, the validation methods and used datasets demonstrated a profound effect on accuracy. For instance, the majority of techniques that used artificial datasets or simulated environments reported lower accuracy than their peers that leveraged live data. In fact, the tenfold cross-validation exhibited higher accuracy.
We now consider methods that are capable of capturing threat traits. In this context, we take a look at the explicit outcomes of the detection methods and measure how these outcomes answer the following questions.	Detection goal what kind of attack does the method attempt to detect?

	Attack phase at what phase of attack the method detects an intrusion?

	Attack vector does the method analyze how the attack was facilitated?

	Attribution does the method attribute the attack to a specific adversary?

	Time-to-detection (TTD) how long does it take to detect an attack?

	Impact does the method analyze potential attack impact?




Table 8 summarizes the details that can be extracted from the analyzed methods.Table 8Attack details provided by the detection method


	Reference
	Detection goal
	Attack phase
	TTD

	Oza et al. [76]
	False data injection
	Action
	 
	He et al. [77]
	False data injection
	Installation
	 
	Azmoodeh et al. [78]
	Malware
	Exploitation
	 
	Dovom et al. [79]
	Malware
	Exploitation
	 
	Kumar et al. [80]
	Probing detection
	Reconnaissance
	 
	Meidan et al. [81]
	Botnet
	Action
	174 ± 212 ms

	R et al. [82]
	Botnet
	Action
	 
	Raza et al. [83]
	Routing attacks
False data injection
	Action
	 
	Shreenivas et al. [84]
	Routing attacks
	Action
	 
	Li et al. [85]
	Anomaly
	Various
	 
	Azmoodeh et al. [86]
	Ransomware (IoT)
	Exploitation
	 
	Baracaldo et al. [87]
	Poisoning attack
	Exploitation
	 
	Laishram and Phoha [88]
	Poisoning attack
	Exploitation
	 



Open questions and future perspective
Although we already mentioned some open research questions, in this section, we encapsulate them and elaborate on several possible research directions that can address these issues.
Further, in the context of smart cities, cyber threats and attacks, which are induced by exploiting heterogeneous advanced technologies, are indeed evolving rapidly. Thus, failing to manage these cyber threats impairs the trustworthiness of smart cities' endeavors. Therefore, it is imperative to acknowledge a proactive approach in order to secure different levels of a smart city's architecture. Additionally, since there’s a shortage in the security-related budget, methods should prioritize spending in order to boost the resilience of the entire ecosystem. Although several methods support this imperative task, there are a number of observations (O) that require attention from the research community.	O1
	The lack of holistic framework for situational awareness. Cyber situational awareness is indeed a challenging task. In fact, the reviewed methods contribute to a single component of smart cities' architecture without modeling the dependencies among them. Additionally, there seem to be no holistic solution to address the prioritization threat in the context of specific infrastructure (e.g., energy, transportation, health, etc.). Therefore, it is critical to frame identified threats and detected ongoing attacks in the context of smart cities' operation and comprehend their real impact on mission-critical services. However, the relationships are not always straightforward. Thus, the development of a complete solution requires interdisciplinary research.

	O2
	Support of threat escalation analysis is challenging. A threat escalation should be thoroughly investigated to support cyber decisions. Indeed, there are several solutions that could help with prioritizing decisions. First, blending the information regarding the time required for the investigation and the remediation of detected malicious events. Second, the effectiveness of previously applied defense mechanisms to a similar problem. Third, the cost–benefit analysis of mitigation. In this context, more research can be pursued to support the decision-making process for smart cities’ security.

	O3
	Limited visual analytics for situational awareness. One of the biggest challenges of situational awareness is the amount and quality of information that should be analyzed. Although automated methods rooted in machine learning and computational power of modern computers enable effective data processing, the analysis still requires human judgment in order to make the best possible evaluation of the result and eliminate the negative effect of conflicting or incomplete data. Indeed, visual analytics connect computational data analysis methods and human reasoning in the decision-making process through visualization and interaction. Such integration, known as visual analytics, is largely perceived by the research community [106]. In fact, it synthesizes information to derive insights and communicate the assessment for prompt response. However, the usage of human cognition to identify and track threats’ progress, evaluate supporting information, and enhance decision-making seems to be in its infancy in the context of smart cities’. Surprisingly, limited amount of reviewed works made an attempt to visualize the results, even though it can allow cyber analysts to accomplish their responsibilities with a more comprehensive support. Without such capabilities, the practical implementation of the analytical models is problematic, especially since smart cities have such a complex environment.

	O4
	Evaluation of threat prioritization models is challenging. One of the most significant challenges of threat exploration methods in smart cities’ settings is their evaluation. Indeed, limited visibility of dependencies between elements in the entire ecosystem, continually evolving threats, and access to past cyber security incidents make it challenging to establish a ground truth. Additionally, most of the reviewed methods validated the results through generic illustrative scenarios. However, the lack of connection with real-world applications questions the validity of the evaluated approaches. Moreover, the reliability of the proposed methods is also rarely measured because of the broad lack of empirical data (for comparisons). Therefore, the application of field strategies such as interviews, experiments, and similar studies can be instrumental in addressing the evaluation task.

	O5
	Data gap. Despite advances in the field of cyber security, the main challenge of generalizing knowledge derived from the limited collection of previously inferred malicious events related to smart cities remain unsolved. Indeed, the evaluation datasets play a vital role in validating the approaches. Due to the lack of publicly available raw data regarding events and their impact on various aspects of smart cities, the models are evaluated based on the data generated in laboratory set-ups. Additionally, it appears that the reviewed methods enumerate threats and attacks manually, without formal representation, not to mention the absence of sharing capabilities. Moreover, generating, maintaining, and sharing the knowledge-base regarding attack plans can be a possible solution to this issue. Further, with the increasing number of malicious incidents, the systematic approach of collecting, indexing, and correlating incidents enables comprehensive situational awareness, faster detection, and mitigation. Therefore, establishing relevant datasets with a sufficient amount of data, broad scope, and an even number of attack types can support the solution of the evaluation problem and improve the threat scope. Additionally, while considering the ethical aspect, sharing raw data is a candidate for a possible solution to this issue.




Conclusion
In this article, we presented a literature survey of methods that support the visibility of cyber threats in the context of smart cities. We first synthesized the threats against smart cities, linked them to attack types, and discussed their potential impacts. We then described and evaluated the methods dedicated to modeling dependencies among various infrastructure of smart cities, risk assessment methods, and attack detection techniques. We also compared and contrasted the methods in each category, discussed findings and related issues, learned lessons, and suggested possible future research directions. Three important findings emerged from the literature review.
First, cyber situational awareness in the context of smart cities seems to be in a juvenile stage. Indeed, cyber dependencies between the various components of smart cities' infrastructure are not thoroughly studied. However, identified threats and ongoing attacks should be put in the context of smart cities' operations, and should consider interdependencies among domains in order to realize a real impact on mission-critical services. Additionally, more interdisciplinary research is required to capture the dependencies, including those that are cyber-related, between different components of the smart cities' ecosystem. Moreover, cyber dependencies, safety, financial, and operational effects should be investigated to realize the impact of cyber-attacks on different components. Further, from the visual perspective, effective representation might be needed to capture such cyber dependencies.
Second, cyber-related data for smart cities is increasingly unavailable. In fact, establishing relevant datasets with a broad scope and sufficient amount of raw data can provide a solution for the evaluation problem and improve threat landscape’s visibility.
Third, in the context of smart cities, more attention should be given to the evaluation of the reviewed methods’ credibility and transparency. Indeed, by doing so, we could transition from these methods to a more practical implementation. However, the reliability metrics of threat prioritization techniques are not well established yet. Additionally, it is practically impossible to establish a ground truth due to many reasons. First, the visibility of interdomain dependencies in the entire ecosystem is limited. Second, accessing past cyber security incidents is hard. Third, empirical data for comparison is minimal. For the visual analytics community, it could symbolize the creation of visual techniques to reveal the insights of machine learning models or to create a visual representation of threats progression through the entire system of smart cities.
Indeed, methods supporting cyber situational awareness attract researchers in many ways; from modeling dependencies to assessing risks and detecting attacks. Although it appears that ongoing research lacks empirical data to establish sound ground truth, it is indeed a critical area that requires interdisciplinary exploration, perhaps with the help of industry bodies.
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