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Abstract 

This article discusses an effective technique for detecting abnormalities in Hajj crowd 
videos. In order to guarantee the identification of anomalies in scenes, a trained and 
supervised FCNN is turned into an FCNN using FCNNs and temporal data. By minimiz-
ing computational complexity, incorrect movement detection is utilized to achieve 
high performance in terms of speed and precision. This FCNN-based architecture is 
designed to handle two primary tasks: feature representation and the detection of 
incorrect movement outliers. Additionally, to overcome the aforementioned issues, this 
research will generate a new crowd anomaly video dataset based on the Hajj pilgrim-
age scenario. On the proposed dataset, the UCSD Ped2, Subway Entry, and Subway Exit 
datasets, the proposed FCNN-based technique obtained ultimate accuracy of 100%, 
90%, 95%, and 89%, respectively. Additionally, the ResNet50-based technique achieved 
ultimate accuracy of 96%, 89%, 94%, and 92%, respectively, for the proposed dataset, 
the UCSD Ped2, Subway Entry, and Subway Exit datasets.

Keywords:  Crowd anomaly classification, FCNN, Optical Flow and Hajj crowd video 
dataset

Introduction
The deployment of security cameras involves the processing of very huge amounts of 
video data using computer vision technologies. A common application in this discipline 
is the detection of anomalies in recorded scenes. Due to the ambiguous, subjective, or 
situational character of the term “anomaly,” detecting and localising it in video analysis 
is a difficult task. In general, an event refers to an incident that happens seldom or unex-
pectedly [1].

Unlike the previously stated deep-cascade approach, this paper suggests and assesses 
a novel method for anomaly identification [1]. The purpose of this study is to describe 
and assess a pre-trained convolutional neural network (CNN) that has been adjusted for 
the detection and localization of abnormalities. In comparison to [1], the proposed CNN 
is not entirely “ne-tuned” [1]. Suggested a method for processing a video frame that 
separated the frame into patches and then arranged the anomaly detection according 
to patch levels. In contrast, the CNN approach suggested in this research requires the 
input of a whole video frame. To summarise, the new procedure is more methodologi-
cally straightforward but also quicker in terms of training and testing, with an accuracy 
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equivalent to that stated in [1]. Anomalies in crowd scene recordings are caused by dis-
tinctive shapes or movements. Due to the time requirements associated with looking for 
unknown shapes or motions, cutting-edge approaches use sections or patches of nor-
mal frames as reference models. Indeed, these reference models include conventional 
motions or shapes for each segment of the training data. Areas that differ from the con-
ventional model are categorised as abnormal throughout the testing phase. Classifica-
tion of these regions as normal or abnormal requires a large number of training samples 
in order to characterise the characteristics of each region properly [1].

Numerous descriptors are applicable for characterising the features of the location. 
The behaviour of objects has been described using trajectory-based methodologies. 
Recent work has used low-level characteristics such as histograms of gradients (HoG) 
and histograms of optic flow (HoF) to describe the spatiotemporal dynamics of video 
data. These trajectory-based approaches have two major drawbacks. They are incapable 
of addressing occlusion issues and also display a high degree of complexity, which is par-
ticularly noticeable in crowded situations. CNNs have lately been shown to be effective 
in the development of efficient data processing algorithms for a variety of applications.

In a range of areas, including image classification [2], object identification [3], and 
activity recognition [4], CNN-based strategies outperformed state-of-the-art methods. 
Handcrafted characteristics, it is believed, are incapable of replicating natural video 
properly [5–7]. Despite these advantages, CNNs are inefficient computationally, particu-
larly more so when block-wise techniques are applied [3]. Thus, after segmenting a video 
into patches and modelling them using CNNs, it is necessary to investigate other meth-
ods for speeding up the process.

The following are the primary concerns that occur when CNNs are used to detect 
anomalies: 

1.	 While FCNN is considered a time-consuming technique, it is inefficient for patch-
based solutions.

2.	 Because CNNs are totally supervised in their training, identifying anomalies in real-
world videos is essentially unachievable owing to the difficulties of training large 
quantities of data on non-existent classes of anomalies.

As a consequence of these constraints, there has been a recent trend toward improving 
CNN-based algorithms in order to make them more practical. Faster-RCNN [8] finds 
objects by creating a feature map for each region in the input data using convolutional 
layers. To extract regional features for semantic segmentation, methods such as [9] use 
fully convolutional networks (FCNs) in place of conventional convolutional neural net-
works (CNNs).

Computing expenses are reduced by using a regional feature extractor and turning 
typical classification CNNs to fully convolutional networks. By and large, since CNNs 
and FCNs are supervised approaches, they are unable to solve issues involving anomaly 
detection.

To solve the aforementioned problems, we provide a novel FCN-based approach for 
extracting video region-specific information. This novel method employs several con-
volutional layers inside a pre-trained CNN based on an AlexNet model [2], as well as 
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an extra convolutional layer. AlexNet, like [10], is a pre-trained image classification net-
work that was suggested utilising ImageNet [11, 12] and the MIT Places dataset [13]. 
The developed criteria are sufficiently discriminative for detecting problems in this kind 
of video data.

Generally, the suggested FCNN is given whole frames. As a consequence, all regions’ 
features are efficiently retrieved. The output analysis is used to extract and localise video 
abnormalities. Convolution and pooling operations occur simultaneously in all CNN 
layers. A typical NVIDIA TITAN GPU processes 370 frames per second (fps) when 
examining 1920 x 1080 (low-resolution) frames. This is regarded as very rapid.

CNNs utilise convolution and pooling techniques to extract areas from input data 
based on a stride and size specification. These patch-based techniques return infor-
mation about the extracted regions. The output characteristics and their accompany-
ing descriptions are used to estimate the position of an area within a sequence of video 
frames. The operations of convolution and pooling are both invertible. On the other 
hand, a roll-back operation develops a receptive field (a area inside a frame) from the 
network’s deeper layers to its more shallow levels. This receptive field is what generates 
feature vectors. We provide a strategy for finding and localising aberrant regions in a 
frame by analysing the output of deep layers in an FCN. Localization of a receptive field 
was influenced by the faster-RCNN method described in [8] and the Over Feat tech-
nique described in [4, 14].

As with [15], we use a transfer learning strategy to improve the description of each 
area. We demonstrate our technique for determining the optimal intermediate convo-
lutional layer for a CNN. Then, after the best-performing CNN layer, a new convolu-
tional layer is created. Our FCN modifies and uses the kernels of a pre-trained CNN as 
constants; the final new convolutional layer’s parameters are taught using our training 
frames.

Throughout the testing process, confident anomalies are locations that deviate con-
siderably from the initial Gaussian model. The term “normal zones” refers to zones that 
are totally consistent with the first model. The remaining areas, which are separated by 
a very little difference, are represented by a sparse-auto-encoder and assessed more pre-
cisely using the second Gaussian model. As described in further depth in the next sec-
tions, this strategy is comparable to a two-stage cascade classifier.

The following are the paper’s significant contributions: 

1.	 This is the first time, to our knowledge, that an FCNN and optical flow have been 
used to discover abnormalities.

2.	 We provide an unique FCNN architecture for rapidly identifying erroneous move-
ment abnormalities.

3.	 The proposed technique exceeds state-of-the-art approaches in terms of perfor-
mance, it outperforms them in terms of time since most applications are real-time.

4.	 On a typical GPU, we reached a processing speed of 370 frames per second, more 
than five times faster than the previous quickest approach.

The remaining paper is arranged as follows: "Related works" Section. presents the related 
work; "Proposed method" Section expounds on the proposed method; "Experimental 
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design and result analysis" Section gives an experiment; 5 results and Discussion, and 
Section 6 presents the conclusion. Table 1 shows the list of abbreviations.

Related works
Estimation of object trajectory is critical in a variety of anomaly detection applications 
[16–27]. Anomalies occur when an object deviates from previously taught conventional 
pathways. This technique often has a number of drawbacks, including an inability to 
handle occlusions effectively and being too complicated for processing dense images. 
To circumvent these two drawbacks, it is recommended to use spatiotemporal low-level 
characteristics such as optical ow or gradients. Zhang et al. [28] replicate the normal pat-
terns in a film using a Markov random field (MRF) and a range of parameters. According 
to Boiman and Irani [29], an event is anomalous if it cannot be recreated using just his-
torical data. Adam et al. [30] depict the histograms of optical ow in tiny regions using an 
exponential distribution.

Mahadevan et al. [31] suggest describing video using a combination of dynamic tex-
tures. This technique entails fitting the represented features to a Gaussian mixture 
model using a Gaussian mixture model. [32] delves further into the explores it in more 
depth. Kim and Grauman [33] depict local optical wave patterns using a combination of 
probabilistic (PCA) models. Additionally, they use an MRF to identify recurring trends.

Table 1  List of Abbreviations

Short form Full form

FCNN Fully convulation neural network

UCSD Ped2 University of California San Diego

CNN convolutional neural network

HoG Histograms of gradients

GPU Graphics processing unit

MRF Markov random field

PCA Patterns using a combination of probabilistic

GMMs Gaussian mixture model

HMM Hidden Markov model

SF Social force

BOV bag of videos

HOT Histogram of oriented tracklets

SCD Structural context descriptor

HVS Human visual system to determine spatial

SSMF Sparse semi-nonnegative matrix factorization

CL Convulation layer

DL Dropout layer

FCL Fully convulation layer

PL Pooling layer

BPS Backward propagation stage

DCNN Deep convulation neural network

LK Lucas-Kandae

ROC Receiver operating characteristic

AUC​ Area under the ROC curve
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Benezeth et al. [34] suggested a technique for modelling behaviour using the motion 
characteristics of individual pixels. They described the video by constructing a matrix 
of co-occurrences for frequently occurring events across space and time. [35] fits a 
Gaussian model to the spatiotemporal gradient characteristics and identifies anomalous 
occurrences using a hidden Markov model (HMM). Mehran et al. [36] suggest the use of 
social force (SF) to model crowd actions that are unconventional. As mentioned in [37], 
aberrant behaviours are identified using an approach based on spatial-temporal directed 
energy filtering. Cong et al. [38] use normal data to construct an enlarged normal basis 
set. If it is difficult to rebuild a patch using this basis set, it is termed abnormal.

Antic et  al. describe a scene parsing approach in [?]. Normal training explains all 
object hypotheses for the foreground of a frame. Anomalies are irrational beliefs based 
on conventional wisdom. Saligrama et  al. [39] provide a technique for classifying test 
data according to optical-ow properties. Ullah et  al. [40] proposed segmenting crowd 
movements using a cut/max-ow technique. When a flow deviates from the established 
model of motion, anomalies develop. Lu et al. [41] suggest a sparse representation-based 
technique for fast (140–150 frames per second) anomaly detection.

In [42], Roshtkhari et al. enhance the bag of video words approach (BOV). The authors 
of [43] provide a technique for identifying anomalies in videos that is context-aware. 
They define the movie based on its movements and context. In [44], they provide an 
approach for describing both motion and form in terms of a descriptor (dubbed the 
“motion context”), and they treat anomaly detection as a matching issue. Roshkhari et al. 
[45] propose a method for learning about the events in a film by creating a hierarchi-
cal codebook for the film’s most key events. Ullah et al. [46] use learned particles and 
an MLP neural network to extract video activity. Using the recovered characteristics, 
Gaussian mixture models (GMMs) are used to learn the behaviour of particles. Addi-
tionally, [47] suggests using an MLP neural network to extract corner properties from 
standard training samples; the authors also utilise the MLP to identify test samples. The 
authors of [48] extract and evaluate corner characteristics for anomalous sample iden-
tification using an enthalpy model, a random forest with corner features. Xu et al. [49] 
propose a unified anomaly energy function based on the finding of hierarchical activity 
patterns for the aim of identifying anomalies.

Sabokrou et al. [5, 6] highlights research that use auto-encoders to imitate common 
events [50]. They recognise outliers from the target (normal) class using a one-class clas-
sifier. Additionally, Section 1 summarises the work presented in [1]; this article presents 
a cascaded classifier for anomaly detection that utilises two deep neural networks. Here, 
incorrect patches are initially recognised using a tiny deep network and then classified 
further using another deep network. [51] uses a histogram of oriented tracklets to char-
acterise video and identify anomalies (HOT). Furthermore, this work proposes a novel 
technique for enhancing HOT. Yuan et  al. [52] suggest an effective structural context 
descriptor (SCD) for identifying distinct populations. The present approach analyses a 
population’s (spatiotemporal) SCD variation in order to identify the anomalous location.

Feng et  al. [17] employs an unsupervised deep learning algorithm to extract abnor-
malities from cluttered photos. This approach extracts shapes and attributes from 3D 
gradients using a PCANet [18]. A deep Gaussian mixture model is then used to charac-
terise the event patterns (GMM). [19] also makes use of a PCANet. The authors of this 
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work use the human visual system to determine spatial qualities (HVS). On the other 
hand, the motion of the film is represented by a histogram of optical owls at many scales 
(MHOF). PCANet is used to discriminate between normal and abnormal events by 
using these spatiotemporal properties.

Cheng et al. [53] establishes a hierarchical architecture for detecting locally and glob-
ally distributed anomalies. The authors find common geometric correlations between 
sparse interest areas and then use Gaussian process regression to construct a template 
for normal interactions. Xiao et  al. [54] derive the local pattern of pixels using sparse 
semi-nonnegative matrix factorization (SSMF). Their approach includes generating 
a probability model from localized pixel patterns that account for spatial and tempo-
ral context. Their technique is very surprising. The trained model is used to identify 
anomalies.

Sabokrou et al. [55] introduces the notion of the “motion impact map,” a very effective 
tool for describing human actions in video data in terms of their motion characteristics. 
Aberrant blocks are ones that appear rarely in a frame. To explain anomalies in densely 
populated settings, we built a spatio-temporal CNN model capable of recognising traits 
in both spatial and temporal dimensions using spatio-temporal convolutions. Li et  al. 
[56] provide an unsupervised strategy for finding anomalies that leverages clustering 
and sparse coding to discover global activity patterns and locally significant behaviour 
patterns.

Bhuiyan et  al. [57] the study provides in-depth analyses of current crowd analy-
sis methods and approaches, with a focus on deep learning techniques for identifying 
anomalous behaviour in crowd videos. For this reason, we’re launching an exhausting 
but rewarding adventure into crowd analysis, categorization, and the spotting of any 
irregular movements among Hajj pilgrims. It also drives us to conduct a large-scale criti-
cal analysis of the crowd, given that the Hajj pilgrimage is the most heavily populated 
area for video-related substantial research activities. Bhuiyan et al. [58] In this research 
area intends to solve the technical constraints of video analysis in a situation where the 
movement of large numbers of pilgrims with densities ranging from 7 to 8 per square 
metre is taking place A novel dataset based on the Hajj pilgrimage scenario will be devel-
oped in this project to solve this difficulty.

Alafif et al. [59] Two key issues are raised in this research. First, author provide the col-
lection of large-scale aberrant Hajj crowd behavior that has been identified and catego-
rized (HAJJv2). Secondly, the author propose two approaches to detect and characterize 
spatial and temporal anomalous behaviors in small- and large-scale crowd data using 
mixed convolutional neural networks (CNNs) and random forests (RFs). A ResNet-50 
CNN model that has previously been trained is modified to determine whether or not 
each frame in small-scale crowd footage is normal. [60] The goal of this study is to find 
anomalies in dense crowd scenes that are both organized and unstructured. The sug-
gested model uses a deep convolutional neural network to first identify moving objects 
and people in the scene before utilizing spatial and temporal data to follow them.

With a particular emphasis on the visual surveillance in the Hajj, this study tries to 
highlight the research studies pertinent to the larger area of video analytics employing 
deep learning. The paper highlights the difficulties and cutting-edge approaches to visual 
surveillance in general that may be skilfully used to the purposes of Hajj and Umrah. 
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The study provides in-depth analyses of methods currently in use for crowd analysis 
from crowd footage, particularly those that apply deep learning to identify anomalous 
behaviours.

Proposed method
Details FCNN technique

The suggested model is as follows, as indicated: The input layer is the first of the pro-
posed model’s 10 layers, which end with two convolutional layers (CLs). Two pooling 
layers (PLs), two dropout layers (DLs), two fully connected layers (FCLs), and one out-
put layer make up the architecture. SGI specifies the dimensions of the input layer (256 
x 256 x 1). To reduce the amount of parameters and increase training effectiveness, a 5 x 
5 kernel size was used. Each CL1 and CL2 has 64 and 32 filters, respectively. Compared 
to CL1, the PL2 sample size is lower. The FCL1 converts the feature maps from the CL2 
into a one-dimensional representation. The FCL2 enables the last layer to categorize 
the input data according to its intended use. This neural architecture’s valid convolu-
tion method makes sure that the size of the feature maps stays constant. Additionally, by 
allowing the network to generalize the input, the two dropout layers reduce over teach-
ing [61, 62]. The neural network (BPS) is trained using the backward propagation step, as 
was already explained. By using the BPS update of weights and biases, network training’s 
primary purpose is to lower objective function error. A deep learning rate is taken into 
account to choose the DCNN structure during the training phase. This deep learning 
technique boosts the neural network’s effectiveness and prevents it from settling at a 
local minimum. Additionally, it is advised to update the DCNN’s weights using the adap-
tive moment estimation approach (Adam) [63]. When dealing with sparse gradients, 
Adam combines the benefits of deep gradient algorithms (AdaGrad) and a non-station-
ary root-mean-square propagation (RMSProp) approach. Adam monitors the gradient’s 
square and its exponential moving average (EMA), which are connected as follows:

where is the step size in the positive scalar? w is the weight measure, and α is the weight.
The first and second moment bias fixes are Bmt1 and Bmt2 , respectively. The decay rates 
are β1,β2 . Eqs. (2 and 3) show that both the step size α and the decline rates β1,β2 are 
small. As a consequence, the weight update approach in Eq. (1) yields a nearly optimal-
201learning rate choice [63]. As a result, the proposed model is used to refer to the 
final structure, which is made up of the CNN, the deep learning rate, and Adam in this 
study. Finally, the hyperparameters (i.e., dropout rate, learning rate, momentum, num-
ber of epochs, and batch size) of the recommended architectures are optimized using a 
grid search-based 5-fold Cross Validation (5-CV). Figure 1 shows the proposed model 

(1)w = w − α
Bmt1

√

Bmt2 + ε

(2)Bmt1 = β1Bmt1−1 + (1− β1)
∂

∂w
cos t(w) here β1 ≈ 1

(3)Bmt2 = β1Bmt2−1 + (1− β2)
∂2

∂w2
cos t(w) here β2 ≈ 1
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in detail, along with layer specifications. The model is constructed by drawing hyper-
parameters from each of the specified distributions. These settings govern the activa-
tion function, dropout layer probability, learning rate, optimizer, and learning decay for 
the optimization technique. This paradigm’s primary objective is classification. Figure 2 
shows the parameters details in the proposed model.

Datasets

Hajj‑Crowd‑2021 anomaly dataset

This section will go through the new Hajj-Crowd dataset for anomalies. Its objective is to 
establish a standard for optical flow, with a particular emphasis on applications in crowd 

Fig. 1  The proposed FCNN model

Fig. 2  Parameter’s details in proposed FCNN model
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analysis. The primary objective of optical flow algorithms in this sector is to estimate 
pedestrian errors in movements, which is very difficult to do in heavily packed regions. 
This motion estimate accuracy is critical for following algorithms such as crowd flow 
analysis, segmentation, and tracking. Between 2015 and 2019, data on the HAJJ audience 
was acquired through YouTube live telecasts in Mecca and Hajj. Several towns around 
the Kaaba (Tawaf region) shot video sequences depicting typical crowd circumstances, 
such as touching the black stone in the Kaaba area and flinging it into the mina area. 
We limited our investigation to films taken in the vicinity of the Kaaba (Tawaf area). 
We gathered films from two different classes, and each ten-second video has 300 frame 
sequences. The dataset comprises 100 videos that are considered normal and 100 vid-
eos that are considered abnormal. Each video, whether normal or abnormal, has 60,000 
frames. The whole scene was shot in high definition at a frame rate of 25Hz frames per 
second. Figure 3 shows the example of the Hajj-Crowd anomaly dataset.

Justification

Created a novel Hajj crowd video anomaly dataset. Since there is no predefined dataset 
for crowd anomalies based on Hajj, we created a new one as part of this study. There 
have been a few public datasets in the previous several years from various institutions 
across the globe (such Sub way, UCSD, and UMN), but our datasets are completely 
unique. The reason why our generated dataset is superior is because it is entirely based 
on the Hajj domain, while state-of-the-art public datasets only partially cover this topic.

UCSD ped2 [57]

In this dataset, walkers are the most prevalent dynamic objects, with crowd density 
ranging from low to high. A phenomenon is defined as the appearance of an item, 
such as a vehicle, skateboarder, wheelchair, or bicycle. Each training frame in this 

Fig. 3  Example of the Hajj-Crowd anomaly datasetl
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dataset is normal and consists entirely of pedestrians. At 320 x 240 resolution, this 
dataset includes 12 video tests and 16 video tests for training. All test frames’ ground 
truth may be accessed to evaluate the localization. 2,384 abnormal and 2,566 normal 
frames make up the 2,384 abnormal frames.

Subway [30]

This dataset contains two sequences gathered during the entrance (1 h and 36 min, 
144,249 frames) and exit of a subway station (43  min, 64,900 frames). The majority 
of individuals that enter and exit the station behave nicely. Individuals moving in the 
wrong direction (i.e., leaving from or entering the entry) or escaping payment are 
classified as atypical instances. This dataset is subject to the following constraints: 
There are few abnormalities, and their geographical localizations are predictable (at 
entrance or exit regions).

Abnormal detection process (Labeling)

The data labelling process shown in Fig. 4. For this process, our dataset is 10 s video. 
We have developed three rules for the anomaly detection labelling process. 

A)	Abnormality happens when the crowd movement does not follow the normal Tawaf 
movement.

Fig. 4  Anomaly detection model
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B)	From a 10 s video, we extract the image frames. Select every frame and check the 
abnormal motion vector for each image. If the image has abnormal motion vectors of 
more than around 20% across 10 s, we label it abnormal.

C)	We have checked manually if the labelling has not been corrected.

Annotation

We need labeled videos for training purposes in order for our anomaly detection tech-
nology to perform. While this is true, we must know the start and end frames of each 
abnormal testing video in order to analyze the abnormal event’s influence on testing 
images. Numerous annotators document the chronological duration of each abnormal-
ity by assigning them the same movie. Final temporal annotations are generated by aver-
aging the annotations of many annotators. After several months of work, the dataset was 
ultimately finalized. Figure 5 shows the normal and anomaly labelled frames.

Optical flow technique

The optical flow method would be ideal since the goal is to build a low-cost system 
with little implementation complexity while quick enough to process and efficient with 
motion-only outcomes.

When compared to other methods, the optical flow has the advantage of requiring fewer 
data storage, reducing complexity due to the feature vectors provided by optical flow being 
sufficient to identify motion and objects of interest, and decreasing processing costs due to 
the need for less bandwidth to transmit only the flow vectors rather than monitoring the 
entire video. Lucas-Kandae (LK) has also been used in an optical flow, which is another 
benefit. Due to its method of solving the video frame in tiny parts, LK outperformed 

Fig. 5  a and b shows the anomaly labelled frames,c and d shows the normal labelled frames
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Horn-Schunck in this application, which assumes optical flow is smooth across the whole 
image. The optical flow may be calculated using the following equation:

The spatial-temporal image brightness derivatives are Ix, Iy and It, while u represents the 
horizontal part of the optical flow and v represents the vertical part of the optical flow. 
Following the division of the image into small sections, a weighted least-square fit of (1) 
is applied to a constant model [U V]T in each segment, by minimising:

W is the window function in the above equation, which emphasises the constraints at 
the top. The following is the solution to the minimization equation:

Anomaly detection

The video is represented in this article using a collection of regional characteristics. Feature 
vectors in the output of the kth convolutional layer equation 7 are extensively used to extract 
and define these characteristics: All normal regional features obtained by the FCN are fitted 
with a Gaussian classifier G1(.). Regional characteristics whose distance from G1(.) s greater 
than the criterion alpha are regarded abnormal. When the distance between G1 two points 
is less than or equal to the threshold value beta, the point is considered normal.

where h is the size of the auto-encoder-generated feature vectors, which is equal to the 
size of the hidden layers.

This stage processes just the anomaly locations. Thus, certain locations (i,  j) in grid 
(wk , hk) are disregarded and do not undergo analysis in the grid 
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Experimental design and result analysis
Experimental setup

The processing of high-resolution images in a fully connected network (e.g., 1914 x 922 
pixels) presents a range of challenges and constraints, particularly with the use of GPU 
memories. Only specific kernels and layer scans have our FCNN convolutional (i.e., 
model capacity). We, therefore, aim to create the best possible FCNN architecture to 
process images like those in a UCSD dataset with the highest possible resolution. We 
used an NVidia GTX 1660Ti 6GB RAM 16GB card for our testing. In the end, we uti-
lized python3 in conjunction with deep learning programs such as open-cv2, NumPy, 
SciPy, matplotlib, Tensor Flow GPU, CUDA, Keras, and other similar tools.

Matrix evaluation

The efficacy of the proposed Hajj-Crowd framework can be evaluated using the follow-
ing performance criteria: 1. Precision 2. Recall, 3. F1 score, 4. Accuracy final, 5. Obtain 
graph illustrating the separation of classes. Precision, Recall, and F1 scores can be calcu-
lated using the following formula ([64]). For measuring detection accuracy at the frame 
level, the Receiver Operating Characteristic (ROC) curve is utilized. The relationship 
between the true positive rate (TPR) and false positive rate (FPR) is known as the ROC 
curve.

In Equations (9) through (14), TP, TN, FN, and FP stand for true positive, true negative, 
false negative, and false positive, respectively. The perplexity matrix illustrates the per-
formance’s clarity while evaluating the suggested Hajj-Crowd output. Experiment 1 and 
Experiment 2 both result in the addition of all metrics.

Training and testing set

The dataset is split into training and testing groups of 100 normal and 100 abnormal 
videos each. The two anomalies occur in both the training and testing sets at various 

(9)Accuracy =
Correct Prediction

Correct Prediction + Incorrect Prediction

(10)Recall =
True Positive

True Positive + FalseNegative

(11)Precision =
True Positive

True Positive + False Positive

(12)Flscore = 2 ∗
Recall ∗ Precision

Recall + Precision

(13)TPR =
True Positive

True Positive + False Negative

(14)FPR =
False Positive

True Negative + False Positive
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temporal positions. Further, several of the videos exhibit multiple irregularities. The 
duration of the training films, in 10 s, is determined by their distribution.

Abnormal detection process (training)

The abnormal detection training procedure is shown in Fig.  4. For completing this 
process, at first, we used labelled motion vector images. Secondly, we collected all the 
labelled motion vector images for training using fully convolutional neural networks 
(FCNN). We used FCNN for abnormal classification and found out the Abnormal and 
Normal. Finally, we have done the classification based on the three rules.

Abnormal detection process (testing)

The method of crowd abnormal detection testing using FCNN is shown in Fig. 4. Firstly, 
we have prepared the new test video dataset. Then we have passed the labelled motion 
vector images for testing. Secondly, we have completed testing two classes according 
to three rules using FCNN. Finally, we have gotten the two classes classification results 
abnormal and normal based on three rules.

Comparison with the state‑of‑the‑art

Reconstruction errors were used by Lu et al. [10] to learn typical behaviour and iden-
tify anomalies. Each typical training video yields 7000 cuboids, which the researchers 
use to calculate gradient-based characteristics in each volume. After PCA reduces the 
function dimension, the dictionary learns using sparse representation. To comprehend 
local features and classifiers, a fully convolutional feed forward deep autoencoder-based 
method was presented by Hasan et al. [4]. To get the most out of the network, use their 
implementation on movies with a 40-frame time window. Similar to [10], reconstruc-
tion error is used to estimate anomaly. The model training setup for this technique is 
the same as for the strategy we propose, with 32 video segments in each bag and C3D 
features calculated.

Furthermore, as a starting point, they use a binary SVM classifier. They sort all videos 
based on whether they include anomalies or not and then separate those videos again. 
Each movie has its own set of C3D characteristics, and a linear kernel is used to train a 
binary classifier. This classifier determines the probability that a video clip will be con-
sidered abnormal for testing. Table 2 shown the comparison of the anomaly dataset.

Results and discussion

Experiment using FCNN

There are 60,000 frames in the Hajj-Crowd anomaly dataset, with 30,000 frames in each 
class. The UCSD Ped2 dataset comprises 4,950 frames total, with 23,84 aberrant and 
2,566 normal frames for each class. The subway dataset has divided into two. (1) Sub-
way entry and Subway exit. The entire number of datasets for subway entries is 144,249, 
while the total number of datasets for subway exits is 64,900. For each of the two data-
sets, we utilized 80% for training and 20% for testing. We separated each dataset into 
two folds.

Each of these comparison investigations used the same experimental dataset. For 
experiment 1, the suggested dataset, UCSD Ped2, the subway entry dataset, and the 
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subway exit dataset, respectively, the FCNN technique obtained final accuracy of 100%, 
90%, 95%, and 89 %. The average microprecision, microrecall, and microF1 scores for 
the recommended approach are shown in Tables 3, 4, 5, 6. The equations from [67] were 
used to build each of these evaluation matrices. The average microaccuracy, microre-
call, and microF1 score for the proposed dataset are 100%, 100%, 100%, respectively, 
compared to 92.0%, 92.0%, 96.0%, 96.0%, and 90.0% for the UCSD Ped2, Subway Entry 
and Subway Exit dataset. Fig. 5 shows the ROC AUC graph for FCNN model. In Fig. 5a, 
we got the AUROC 96 % using UCSD PED1 dataset and AUROC 99% using Proposed 
Hajj-Crowd dataset, respectively. In Fig.  5b, we achieved AUROC 85% using Subway 
Entry dataset and Subway Exit dataset we got the AUROC 94%. Using a state-of-the-art 

Table 2  Comparison of dataset with anomaly

Dataset name Number 
of videos

Number of frame Dataset length Type of anomaly

UCSD Ped1 [57] 70 201 5 min Bikers, small carts, walking 
across walkways

UCSD Ped2 [57] 28 163 5 min Bikers, small carts, walking 
across walkways

Subway entrance [30] 1 121,749 1.5 h Wrong direction, No payment

Subwa exit [30] 1 64,901 1.5 h Wrong direction, No payment

UMN [65] 5 1290 5 min Run

Abnormal crowd [66] 31 1408 24 min Panic, fight, congestion, obsta-
cle, neutral

Proposed (Hajj-Crowd-2021) 200 60,000 2 h Normal and Wrong Movement

Table 3  Result for the two classes proposed Hajj-Crowd dataset using FCNN model

Class Precision Recall f1-Score Support

Anomaly 1.00 1.00 1.00 6000

Normal 1.00 1.00 1.00 6000

Micro avg 1.00 1.00 1.00 12000

Macro avg 1.00 1.00 1.00 12000

Table 4  Result for the two classes for UCSD Ped2 using FCNN model

Class Precision Recall f1-Score Support

Anomaly 1.00 0.90 1.00 495

Normal 1.00 1.00 0.89 495

Micro avg 0.92 0.92 0.92 990

Table 5  Result for the two classes for subway Entry dataset using FCNN model

Class Precision Recall f1-Score Support

Anomaly 1.00 1.00 0.75 14424

Normal 1.00 0.90 1.00 14424

micro avg 0.96 0.96 0.96 28849
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dataset including JHU-CROWD and UCSD, the proposed FCNN model outperforms in 
terms of overall precision. In addition, as far as we are aware, our proposed dataset is 
the only one of its kind in this discipline. Fig. 6 shows the ROC AUC graph for proposed 
FCNN Model.

Experiment 2 using ResNet50

In the second trial, ResNet50 achieved accuracies of 96%, 89%, 94%, and 92% on the 
suggested dataset, UCSD Ped2, and the Subway Entry and Exit datasets, respectively. 
Tables  7, 8, 910 show the average microprecision, microrecall, and microF1 score 

Table 6  Result for the two classes for Subway Exit dataset using FCNN model

Class Precision Recall f1-Score Support

Anomaly 0.80 1.00 1.00 6490

Normal 0.95 1.00 0.90 6490

micro avg 0.90 0.90 0.90 12980

Fig. 6  ROC AUC graph for FCNN model

Table 7  Result for the two classes proposed Hajj-Crowd dataset using ResNet50 model

Class Precision Recall f1-Score Support

Anomaly 1.00 0.95 1.00 6000

Normal 1.00 1.00 0.92 6000

Macro avg 0.95 0.95 0.95 12000

Table 8  Result for the two classes for UCSD Ped2 using ResNet50 model

Class Precision Recall f1-Score Support

Anomaly 0.99 1.00 0.89 495

Normal 1.00 1.00 0.92 495

Micro avg 94 94 94 990
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achieved by the proposed method. The evaluative matrices shown here were com-
puted using the formulas from [67]. The suggested dataset has an average micro-
accuracy, microrecall, and microF1 score of 95%, 94%, 94%, and 95%, respectively, 
whereas the UCSD Ped2, Subway Entry, and Subway Exit datasets have scores 
of 94%, 94%, and 94%, and 89%, 89%, and 89%, respectively. Fig 6 shows the ROC 
AUC graph for ResNet50 model. In Fig.  6c, we got the AUROC 82 % using UCSD 
PED1 dataset and AUROC 93% using Proposed Hajj-Crowd dataset, respectively. In 
Fig. 6d, we achieved AUROC 66% using Subway Entry dataset and Subway Exit data-
set we got the AUROC 88%. The proposed FCNN model exhibits impressive overall 
accuracy when compared to cutting-edge datasets like the UCSD PED1 dataset and 
the Subway Entry and Exit dataset. The data collecting method we suggest could be 
the first of its kind in this industry. The ROC AUC graph for the ResNet50 Model is 
shown in Fig. 7.

Table 9  Result for the two classes for Subway Entry dataset using ResNet50 Model

Class Precision Recall f1-Score Support

Anomaly 0.80 1.00 0.90 14424

Normal 1.00 0.99 1.00 14424

Micro avg 0.91 0.91 0.91 28849

Table 10  Result for the two classes for Subway Exit dataset using ResNet50 Model

Class Precision Recall f1-Score Support

Anomaly 0.75 1.00 0.98 6490

Normal 1.00 0.83 0.85 6490

Micro avg 0.89 0.89 0.89 12980

Fig. 7  ROC AUC graph for ResNet50 model
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Anova test result

To ascertain if there were statistically significant variations in the means of the weights 
for each class in the first Conv2D layer of a neural network, we used an analysis of 
variance (ANOVA) F-test. The norms of the other classes’ classes were compared to 
the mean weights of each class to see whether there was a statistically significant dif-
ference. P values: 0.6626972046077602 was established using the ANOVA test, which 
had an F-value (F values: 0.8760922406451678) of X and degrees of freedom for Y 
and Z in the numerator and denominator, respectively. As a result, we draw the con-
clusion that there are statistically significant differences between the means of the 
weights for each class in the first Conv2D layer and reject the null hypothesis. Figs. 8 
and 9 shows the ANOVA test F-values and P-values graphical results.

Fig. 8  ANOVA test for F-values

Fig. 9  ANOVA test for P-values
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Conclusion
This article describes a novel FCNN architecture with optical flow for creating and iden-
tifying anomalous areas in videos. Context free regional features are produced by com-
bining the capabilities of FCNN with optical flow architecture for patch-wise actions on 
input data. A new convolutional layer based on kernels learnt from the training video 
is also included in the FCNN. The suggested FCNN’s final convolutional layer must 
be taught. In terms of processing speed, the suggested methodology beats previous 
approaches. Additionally, it is a method for circumventing constraints in the training 
samples needed to learn a full CNN.We can run a deep learning-based algorithm at a 
frame rate of roughly 370 frames per second using this method. Video abnormalities 
can be quickly and accurately detected using the above-mentioned method. The difficul-
ties of incorporating input from mobile security cameras in crowd video analysis were 
not addressed. There must be a human verification step in the crowd density tagging 
procedure.
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