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Abstract 

Ensuring the optimal performance of power transformers is a laborious task in which 
the insulation system plays a vital role in decreasing their deterioration. The insulation 
system uses insulating oil to control temperature, as high temperatures can reduce 
the lifetime of the transformers and lead to expensive maintenance. Deep learning 
architectures have been demonstrated remarkable results in various fields. However, 
this improvement often comes at the cost of increased computing resources, which, 
in turn, increases the carbon footprint and hinders the optimization of architectures. In 
this study, we introduce a novel deep learning architecture that achieves a comparable 
efficacy to the best existing architectures in transformer oil temperature forecasting 
while improving efficiency. Effective forecasting can help prevent high temperatures 
and monitor the future condition of power transformers, thereby reducing unneces‑
sary waste. To balance the inductive bias in our architecture, we propose the Smooth 
Residual Block, which divides the original problem into multiple subproblems to obtain 
different representations of the time series, collaboratively achieving the final forecast‑
ing. We applied our architecture to the Electricity Transformer datasets, which obtain 
transformer insulating oil temperature measures from two transformers in China. The 
results showed a 13% improvement in MSE and a 57% improvement in performance 
compared to the best current architectures, to the best of our knowledge. Moreo‑
ver, we analyzed the architecture behavior to gain an intuitive understanding of the 
achieved solution.

Keywords: Electricity transformer, Insulate oil, Time series, Efficiency, Efficacy, 
Forecasting, Deep learning

Introduction
Demand forecasting is a challenging field that has been extensively studied in the lit-
erature [1, 2]. Long-term demand forecasting remains an open field where a perfect 
solution has yet to be found. Poor demand prediction can damage power transform-
ers, which is why several studies focus on analyzing the state of power transformers. 
The insulation oil is a crucial component in the maintenance of power transformers to 
regulate temperature, as high temperatures can reduce the useful life of transformer 
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[3, 4]. Forecasting the insulation oil helps to analyze the future state of the power 
transformer. By setting a defined threshold, it becomes possible to alert when the 
transformer insulation oil temperature is going to be harmful before it happens, or to 
evaluate the transformer’s safety and avoid unnecessary waste.

However, forecasting the insulation oil presents a challenge in terms of both effi-
cacy and efficiency. Efficacy is necessary to accurately predict future behavior, while 
efficiency is necessary to scale the problem to real-world scenarios. Different power 
transformers may have different behaviors, which divides the problem into several 
subproblems. Each subproblem requires a solution that may require large computa-
tional resources to optimize. For this reason, the solution must be as effective and 
efficient as possible to improve the scalability of the solution.

Time series data is one of the most common data types used in the industry. It is 
defined as a set of records ordered by time. Time series forecasting has a significant 
impact on society due to its importance in a variety of real-world applications such as 
electricity, sales, air pollution, and more. The primary goal of time series forecasting 
is to predict future records to make plans, mitigate damages, save resources, and so 
on. Past records are used to predict future records due to the causal nature of time 
series. The number of features in a time series determines whether it is defined as 
univariate, with one single feature, or multivariate, with several features [5]. In addi-
tion, two types of forecasting can be considered: one-step, where the model predicts 
one record in the future, and multi-step, where the model predicts several records in 
the future.

Deep learning is rapidly advancing, with new architectures being developed almost 
every year that improve the state-of-the-art in supervised fields such as computer vision 
[6, 7], natural language processing [8, 9], and time series forecasting [10, 11]. How-
ever, recent research suggests that achieving state-of-the-art results requires a signifi-
cant increase in computational resources. This trend can be seen in recent studies that 
introduce new architectures like the Transformer [12], which suffer from issues such as 
quadratic time complexity and high memory usage [13]. Typically, in public competi-
tions, the best models are usually large architectures or ensembles of several architec-
tures [14], which require more computational resources. Moreover, experts have been 
using the carbon footprint metric for a long time to raise awareness about the environ-
mental impact of training deep learning architectures. In addition, training, experimen-
tation, and inference with large and/or multiple architectures can be challenging to scale 
in resource-limited environments, slowing down academic and industry development. 
For these reasons, we focus on developing an architecture that can either improve or 
compete with the current best architectures in terms of efficacy while reducing compu-
tational resources.

Since there are not many works that consider the problem of transformer oil tempera-
ture prediction in the literature [15] and reproducing/comparing the results of different 
approaches can be challenging. Therefore, we compared our proposed method using one 
of the most widely used dataset in this field, namely the Electricity Transformer Temper-
ature (ETT) dataset [13], which has been used by more than 50 works. In this context, 
the most effective architectures correspond to the works that obtained the best results 
in terms of efficacy in this specific dataset, some of them are analyzed in the "Related 



Page 3 of 19Jiménez‑Navarro et al. Journal of Big Data           (2023) 10:80  

works" section. The results seem to indicate that our method obtains a remarkable effi-
cacy and efficiency achieving the best results.

We present a novel deep learning architecture for multi-step forecasting, named 
Smooth Residual Connections Network (SRCNet),1 which prioritizes efficacy and effi-
ciency. SRCNet employs convolution layers as building blocks and introduces a new 
mechanism known as smooth residual stacking. This mechanism builds upon the dou-
bly stacking approach developed by Oreshkin et al. [16] and is analyzed in the "Experi-
mentation" section, which has been shown to yield remarkable results when combined 
with residual connections in convolutional layers, as demonstrated by Liu et  al. [17] 
in the SCINet architecture. By introducing an inductive bias, the proposed mecha-
nism enhances the efficacy of SCINet without imposing any significant restrictions on 
the architecture. The motivation for leveraging inductive bias will be discussed in the 
"Methods" section.

Our method is compared to the approach proposed by Liu et al. [17], which, to our 
knowledge, reported the best results in the ETT dataset. In contrast to their work, we 
employ a convolutional neural network with the smooth residual stacking mechanism, 
which has demonstrated remarkable improvements in terms of efficacy and efficiency in 
several scenarios. Additionally, we include the results of six baseline architectures in the 
comparison due to their similarity to our approach.

The main contributions of our work are as follows:

• We introduce a new smooth residual stacking mechanism that improves the efficacy 
and efficiency of the architecture in several scenarios.

• We use a time series decomposition with less inductive bias than previous studies, 
which maintains both efficacy and efficiency.

• Our application of the proposed architecture to the Electricity Transformer Temper-
ature datasets outperforms the compared architectures in terms of both efficiency 
and efficacy.

The remaining sections of this work are organized as follows. In the "Related works" sec-
tion, we provide a review of recent literature on time series forecasting methods with a 
focus on efficiency. The "Methods" section describes the proposed architecture in detail. 
The Experiments section presents the datasets used, experimental settings, and evalua-
tion metrics. Next, in the "Results and discussion" section, we present and analyze the 
results obtained and the behavior learned by the model. Finally, we discuss the conclu-
sions and future directions of this research.

Related works
To address the efficiency issue in making effective forecasting for ETT dataset, several 
architectures have been developed and applied using deep learning approaches. One of 
the main challenges in this dataset is the need for a large window size, which results 
in efficiency issues that considerably increase computational costs. Previous works have 

1 All the code employed in the experimentation has been included in the following repository: https://github.com/man-
jimnav/SRCNet.
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analyzed this problem using two approaches: the sparse approach and the inductive bias 
approach.

Sparse approach

A recently proposed approach is to use the self-attention mechanism [12] for time 
series forecasting. However, it suffers from quadratic time complexity and high mem-
ory usage that make its application difficult. The sparse approach attempts to improve 
the efficiency of the self-attention mechanism by adding downsampling of the records 
in the input window using some heuristic. In general, these studies are based on the 
sparse nature of the data, which may not be fully proven. Sparsity leads to an informa-
tion bottleneck that limits the amount of information available based on some criteria. 
In our work, we do not use a self-attention approach to avoid increasing computational 
resources or information loss by adding sparsity.

The first proposal applied to the ETT dataset was the Informer architecture developed 
by Zhou et al. in 2020, with the proposed ProbSparse Self-Attention [13]. This mecha-
nism avoids storing and calculating the dot product between all queries and keys based 
on the hypothesis that few pair query-keys contribute to most self-attention scores. 
Using this sparsity hypothesis, the queries are truncated based on the top pairs with a 
greater contribution from a subset of pairs selected by a probabilistic method.

Klimek et  al. proposed QuerySelector in 2022 [18] as an improvement to Informer. 
This architecture uses the same hypothesis as in the previous work, but instead of sub-
sampling the pairs based on a probabilistic method, they subsample the query and keys 
based on a defined hyperparameter. This hyperparameter allows one to improve the 
control of the sparsity and the reproducibility of the problem.

Du et  al. developed the SCformer architecture in 2022 [19] with the SCAttention 
mechanism. The architecture uses an encoder-decoder architecture similar to the origi-
nal transformer replacing the self-attention mechanism with SCAttention. The key idea 
is to divide the input window into segments of the same size according to the period. 
Attention scores are computed using the correlation between each segment of queries 
and keys, which reduces the data precision, but reduces the computation.

Another approach to obtain a sparse representation of the input data would be to 
apply some dimensionality reduction technique. Žagar et al. [20] applied the principal 
component analysis to spectral data obtaining a remarkable reduction. Despite being 
widely used, this process still required storing and processing all the time series data 
to build the principal components. In addition, mechanism like self-attention which 
requires sequential data may not be used.

Inductive bias approach

Some architectures introduce an inductive bias based on some hypothesis about the 
nature of the problem. For example, some solutions divide the problem into trend and 
seasonality, resulting in competitive results. However, the inductive bias may restrict 
solutions not inside the solution subspace, degrading the efficacy and generality. The 
effect of inductive bias is discussed in the "Methods" section. In this work, we use 
a different inductive bias approach, which does not impose a strong limitation on the 
problem.
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Woo et al. proposed CoST [21], an approach to learning the trend and seasonality 
of time series through contrastive learning. This approach develops two contrastive 
loss functions and two components for trend and seasonality. The Trend Feature Dis-
entangler (TFD) uses a mixture of autoregressive experts to represent the trend and 
a variation of MoCo contrastive loss [22]. The Seasonal Feature Disentangler uses a 
layer with learnable Fourier transformations and a contrastive loss for the amplitude 
and phase of each representation.

Wu et  al. proposed the Autoformer [23], an architecture that decomposes time 
series into trend and seasonality using the series decomposition and autocorrela-
tion block. The series decomposition block uses moving averages to extract the trend 
and seasonality from the input. The autocorrelation block is used on period-based 
dependencies using autocorrelation to group similar series. This allows the series to 
focus on specific periods instead of specific records.

Liu et  al. developed the Sample Convolution and Interaction Network (SCINet) 
[17], an architecture that takes advantage of multiple representations obtained at 
different temporal resolutions. The principal block is the SCI-block which splits the 
time series into even and odd records and extracts features for both using interaction 
learning. Then, all the learned features are used to produce the final forecasting.

In some scenarios, the inductive bias is introduced by including information about 
a physical model that supports the estimations. Kosanić et al. [24] developed a sur-
vey where they illustrate different approaches to geophysics forecasting, in which the 
combination of physical and statistical models is described, using examples. However, 
in some scenarios, the physical model may not be available, which limits the applica-
tion of this inductive bias approach.

Methods
In this section, we provide a detailed explanation of the main components and 
hypotheses of the architecture. Specifically, the "Hypothesis" subsection discusses 
the principal hypothesis and motivation behind the architecture. The "Nomenclature" 
subsection defines all symbols used to describe the architecture. The "Embedding" 
subsection provides a detailed description of the embedding layer. Lastly, the "Smooth 
Residual Block" section introduces the basic component in the smooth residual stack-
ing mechanism.

Hypothesis

Inductive bias is used by some machine learning algorithms to design a method that 
can solve a problem based on certain assumptions [25]. These assumptions impose 
restrictions or regularization that prioritize a solution subspace over others. In the 
context of deep learning algorithms, these assumptions can be included in the archi-
tecture design by the transformations applied by the learned weights [26].

The hypothesis of our proposed architecture relates to the effect of inductive bias 
on the efficacy of the architecture, which we refer to as the inductive bias-efficacy bal-
ance hypothesis.
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Hypothesis 1 (H1) Strong restrictions introduced by inductive bias may improve effi-
ciency by reducing the probability of finding a solution outside the prioritized solution 
space.

The proposed mechanism is motivated by our hypothesis of bias-efficacy balance 1 
(H1). The hypothesis suggests that incorporating an inductive bias based on assump-
tions into the architecture design improves efficiency by prioritizing a solution subspace 
and penalizing or removing solutions that do not fit the design. This increases the likeli-
hood of converging into a solution within the prioritized subspace. Conversely, an archi-
tecture with less bias has to explore a larger solution space, potentially increasing the 
time needed to converge to a local minimum.

However, limiting or prioritizing the solution space does not guarantee that solutions 
outside the subspace perform worse than solutions inside it. This may lead to suboptimal 
solutions, but mitigating the effect of inductive bias may help the architecture find an 
optimal solution that it could not previously discover. Our proposal aims to find a bal-
ance by incorporating enough inductive bias to improve efficiency without excessively 
prioritizing the suboptimal solution space, thereby preserving efficacy.

Previous studies have designed architectures for time series forecasting which decom-
pose the input sequence into its constituent parts of trend, seasonality, and noise. Such 
architectures introduce a strong inductive bias that prioritizes a solution subspace which 
can be modeled by the combination of these components. In our work, we propose a 
decomposition of the input sequence that must satisfy the following properties: 

1 Each decomposition must remove the complexity of the input window by removing 
its smoothed version.

2 The decomposition is performed sequentially, such that the next decomposition 
depends on the previous decomposition.

3 Each Smooth Residual Block focuses on one component without sharing informa-
tion with other blocks.

4 Smooth Residual Blocks collaborate using the different decompositions to produce 
the final prediction.

Nomenclature

To understand the architecture, we need to detail the nomenclature used in this section 
and the following. The elements implied are as follows:

• W denotes the number of past records used to feed the architecture and generate the 
forecasting, also known as window size.

• D denotes the number of features in each record. Note that in univariate time series 
D = 1.

• F denotes the embedding dimension size used in the embedding layer.
• SW ,D denotes the input window, which is a set of W time-ordered records with D 

features.
• SW ,F denotes the encoded input window after embedding with F features.
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• SW ,F
Smooth denotes the smoothed version of the encoded input window.

• ŜW ,F denotes the result of the substrate of the original encoded input and the smooth 
version of the encoded input window.

• H denotes the number of future steps to forecast, also known as the horizon size. 
Note that in one-step forecasting H = 1.

• P denotes the number of predicted features. Note that it may or may not be equal to 
D.

• N denotes the number of Smooth Residual Blocks used in the architecture.
• OH ,P denotes the partial forecast of the Smooth Residual Blocks. All partial forecasts 

are added to produce the final forecasts.

Embedding

The embedding layer is the first transformation applied to the input sequence, using a 
causal convolution layer that considers only the previous records to apply the convolu-
tion to a record at time t. To achieve causality, the input sequence is padded by replicat-
ing the first record K − 1 times, where K is the kernel size of the convolution layer. The 
embedding layer encodes the initial sequence with D features into a set of causal features 
F, where F is determined by the number of filters used in the convolution layer. Addi-
tionally, a positional encoding is added to provide relative information about the input 
sequence.

Smooth Residual Block

The Smooth Residual Block is a crucial component of the architecture. Its main pur-
pose is to decompose an input sequence SW ,F  into N components, the sum of which is 

Fig. 1 Diagram of the architecture developed and the Smooth Residual Block
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SW ,H . To achieve this, causal convolutions are used as the primary layer, as previous 
studies have shown that Transformers do not outperform convolutions in time series 
forecasting [27].

Figure 1 shows the complete architecture developed and details the Smooth Resid-
ual Block which constitutes the main component.

The initial Smooth Residual Block produces a partial prediction by generating the 
SW ,F
Smooth component for the embedded input window. It is important to note that the 

decomposition is applied to the encoded version of the input sequence, denoted as 
SW ,F  . This allows the model to handle both univariate and multivariate time series, as 
all types are projected onto a latent space. Moreover, encoding the input may aid in 
identifying a latent space that captures the time series in a more informative feature 
space.

The component SW ,F

Smooth
 is generated by the SmoothLayer which takes the previ-

ous sequence SW ,F  as input and outputs the component SW ,F

Smooth
 . Decomposition is 

achieved using moving averages, which allows us to obtain a smooth representation 
of the original sequence. By choosing an appropriate window size or repeating the 
moving average several times, we can obtain the trend. However, choosing a shorter 
window size applied once can result in an intermediate function with a combination 
of trend and seasonality where the noise is reduced. We are interested in this repre-
sentation because we do not want to restrict the decomposition of the input window 
into trend and seasonality.

As we use moving averages, we need to define a hyperparameter for the window size 
in all Smooth Residual Blocks. The hyperparameter is the same for all layers except 
for the last one, whose window size is one and the sequence remains unchanged. This 
means that the last layer focuses only on the residuals of all previous layers, mostly 
obtaining the noise of the original sequence.

After the component SW ,F
Smooth is generated in the first Smooth Residual Block, it 

is subtracted from the input sequence SW ,F  . Then, the next block applies the same 
process using the residual ŜW ,F  as the input window. This step is essential because 
it allows the blocks to focus on a different aspect of the sequence. Additionally, it is 
important to standardize the input to maintain each component within the distribu-
tion of the data when we subtract the component from the original sequence.

The component SW ,F
Smooth is fed into two causal convolution layers that output the pre-

diction OH ,P
i  for layer i. Finally, the output of each block is added to obtain the final 

prediction. As the total sum is used for the final prediction, the blocks collaborate 
using their respective representations of the input. This collaboration, combined with 
the decomposition explained above, motivates a collaborative division of the problem.

Experimentation
This section provides details on the training and evaluation process of different mod-
els for each dataset, along with the results obtained. The "Datasets" section analyzes 
the datasets used in the experimentation. The "Experimental settings" section lists 
the different models used for comparison and the hyperparameter space used for grid 
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search. Finally, the "Evaluation metrics" section outlines the metrics proposed for 
evaluating the efficacy and efficiency of the models.

Datasets

The data studied in this work comes from the Electricity Transformer Datasets [13], 
which includes data from two electricity transformers at two stations in China. The data 
was collected on an hourly basis from July 2016 to July 2018. The target of both datasets 
is to forecast the transformer oil temperature (OT), which reflects the condition of the 
power transformer.

The data contains several features related to the transformer load. However, recent 
studies have shown that incorporating these features leads to increased errors compared 
to the univariate version. Therefore, we have chosen to focus solely on using the trans-
former oil temperature as input without any additional features.

Figure 2 shows the evolution of the transformer oil temperature in the datasets, while 
Fig. 3 shows the autocorrelation and partial autocorrelation plots. ETTh2 shows greater 
variance and stronger decays in the autocorrelation plot than the ETTh1 dataset.

Fig. 2 Transformer oil temperature variable in ETTh1 and ETTh2 datasets

Fig. 3 ETTh1 and ETTh2 autocorrelation plots (left) and partial autocorrelation plots (right)
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The plots demonstrate a different behavior for both datasets, which encourages us to 
use different architectures that model the behavior of each dataset independently. This is 
one of the reasons for finding a method that is not only effective but also efficient.

Experimental settings

The processing applied to the datasets is the same as proposed in the original work 
[13], using identical divisions for training, validation, and testing to ensure fair com-
parisons with other architectures. The data is standardized using the training division 
to obtain the mean and standard deviation.

To ensure a fair comparison between the architectures explored, a grid search over 
the hyperparameters has been selected as the optimization method. The hyperparam-
eters optimized during the grid search are defined in Table 1. This approach ensures 
that all explored architectures use the same hyperparameter space.

Some hyperparameters are not included in the grid search due to computational 
limitations or because they do not significantly affect the efficacy of the model. A 
batch size of 32 was chosen, since it is a standard value that generally yields good 
results. The number of epochs was set to 100, which is more than enough for the 
selected architectures to converge. The model is considered to have converged if the 
validation error does not decrease for 10 consecutive epochs. Once the model con-
verges, the training stops, and the weights with the lowest error are restored. A pre-
diction horizon of 24 future steps is considered sufficient. To reduce the influence of 
randomness, all experiments for each combination of hyperparameters were repeated 
three times, minimizing the impact of abnormal results.

The models selected to compare with SRCNet are: ARIMA as a classical method, 
the Informer architecture which originally published the ETT dataset, a convolu-
tional neural network (CNN) used as the baseline, NBEATS to compare our proposed 
mechanism with theirs, SCINet, known for its excellent efficacy results, and HLNet, 
the predecessor of SRCNet.

The ARIMA and Informer architecture results are obtained from the work of Liu 
et al. [17] as the experimentation is reproduced using the same settings.

A CNN consists of a set of convolutional layers with a final fully-connected layer 
to transform the output into predictions. This simple model serves as a baseline for 
comparing with the other methods.

The NBEATS [16] model is based on blocks called BEAT, which are made up of 
a set of fully-connected layers. Each BEAT obtains a decomposition of the input 
sequence called the backcast and partial forecasting. The backcast is subtracted from 

Table 1 Hyperparameter space used during the grid search

Hyperparameter Values

Window size 24, 48, 72, 96, 120

Embedding size 8, 16

# Neurons for each layer 8, 16, 32, 64

# Layers 1, 2, 3

Kernel size for each layer 3, 5, 7
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the window, and the result is fed into the next BEAT. The partial components pro-
posed in the method decompose the window sizes between trend and seasonality. The 
final prediction is the sum of each forecast obtained in each BEAT.

The SCINet [17] model primarily uses convolutional layers to generate the forecast. 
The main mechanism is interaction learning, which subsamples the input window and 
divides it between odd and even sample positions. Interaction learning is applied to the 
subsamples, generating the features that are concatenated to obtain the forecasting.

The HLNet [28] model employs the LSTM [29] as the primary layer. This model 
divides the problem into difficulty levels, assigning each level to a specific layer with its 
own output. The final output feeds the representation of each level to the final fully-
connected layer.

Evaluation metrics

This document considers two types of metrics: efficacy and efficiency. Efficacy metrics 
measure the accuracy of our predictions compared to the actual behavior of the time 
series. Efficiency metrics, on the other hand, measure the resources required to develop 
and deploy the solution.

The notation used for the metrics is as follows:

• Let t be the prediction moment.
• Let H be the number of future events to forecast (horizon).
• Let yt+h be the predicted value for the moment t + h.
• Let ŷt+h be the real value for t + h.
• Let N be the number of instances used to evaluate the metric.

The Mean Absolute Error (MAE) was used as the efficacy metric due to its simplicity. 
This metric obtains the average over the absolute error for all instances.

Here, |yt+h − ŷt+h| denotes the absolute value of the difference between the prediction 
and the actual value. The error is averaged over all horizons.

As for efficiency metrics, we used the training time and the number of model param-
eters. Training time is important because it is the stage where the model consumes the 
most resources, and we need to run several experiments to find the optimal hyperpa-
rameters. The time is measured in minutes from the start of training to convergence of 
the model, which is defined as the point where there is no improvement in the valida-
tion dataset after 10 epochs. The number of model parameters is particularly relevant in 
resource-limited contexts where memory is scarce and large or multiple models are not 
feasible.

(1)MAE =
1

N

N∑

n=1

1

H

H∑

h=1

|yt+h − ŷt+h| ,
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Results and discussion
The "Efficacy and efficiency analysis" section discusses the results obtained in the evalu-
ation process. "Output analysis" section analyzes the behavior learned by our proposal 
showing the partial predictions. Finally, "Statistical test" section applies a Bayesian statis-
tical test to support the conclusions obtained.

Efficacy and efficiency analysis

This section is divided into two subsections to analyze the performance of our pro-
posed methodology: efficacy and efficiency. In the first section, the efficacy is studied 
by comparing our proposal with the architectures specified in "Experimental settings" 
section, while in the second section the efficiency is examined focusing on the models 
with the best efficacy obtained in previous section.

Efficacy

The results are presented in terms of standardized efficacy and efficiency metrics. 
Each table displays the metrics for the models with the best efficacy found during the 
grid search. As experiments for each combination of hyperparameters are repeated 
three times, the average and standard deviation for the efficacy metric are reported.

Table 2 displays the standardized MAE metrics for the best models for each window 
size. The model with the best MAE for a given window size is indicated in bold, while 
the second-best result is underlined. The table also highlights the best MAE for all 
window sizes in each dataset for the top two models in bold and with an asterisk.

Table 2 MAE metric for the best models for every window size and dataset tested

a These results have been obtained from the Liu et al. work. Note that the concept of input window does not exists in ARIMA, 
which explains why there are repeated values in each window. In addition, randomness does not affect ARIMA which 
justifies there is no standard deviation

Dataset Window ARIMA Informera CNNa HLNet NBEATS SCINet SRCNet

ETTh1 24 0.290 0.247 0.172 
(±0.030)

0.197 
(±0.014)

0.201 ( 
±0.012)

0.186(±0.006) 0.138 
(±0.010)

48 0.167(±0.015) 0.193 
(±0.019)

0.210 
(±0.043)

0.166 
(±0.021)

0.137 
(±0.006)

72 0.139(±0.013) 0.202 
(±0.007)

0.152 
(±0.009)

0.149 
(±0.013)

0.131 
(±0.003)

96 0.144(±0.007) 0.205 
(±0.014)

0.149 
(±0.013)

0.146 
(±0.010)

*0.129 
(±0.001)

120 0.156 
(±0.012)

0.192 
(±0.007)

0.15 
(±0.018)

*0.138 
(±0.010)

0.131 
(±0.004)

ETTh2 24 0.433 0.240 0.205 
(±0.008)

0.333 
(±0.016)

0.197 
(±0.003)

0.198(±0.006) 0.198(±0.006)

48 0.198(±0.002) 0.339 
(±0.011)

0.201 
(±0.003)

0.201 
(±0.009)

0.195 
(±0.005)

72 0.195 
(±0.004)

0.334 
(±0.010)

0.202 
(±0.002)

0.196 
(±0.009)

0.189 
(±0.003)

96 0.200 
(±0.005)

0.338 
(±0.003)

0.207 
(±0.003)

0.197(±0.004) *0.193 
(±0.002)

120 0.201 
(±0.005)

0.339 
(±0.004)

0.206 
(±0.002)

0.198(±0.004) 0.194 
(±0.005)
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As shown, SRCNet consistently delivers the best results across all datasets and win-
dow sizes, followed by SCINet. On the other hand, HLNet yields a higher error rate 
than all other models, indicating that the LSTM used inside is not suitable for achiev-
ing accurate results.

In the ETTh1 dataset, using window sizes of 24 and 48 appears to be insufficient to 
obtain all the information necessary for accurate forecasts, particularly for SCINet, 
NBEATS, and CNN, which seem to have a great difference in MAE with larger win-
dow sizes. In contrast, SRCNet and HLNet exhibit less variation between shorter and 
longer window sizes. Additionally, there is a clear relationship between window size 
and MAE for SRCNet and SCINet. Nevertheless, SCINet requires a window size of 
120 to achieve the same MAE as SRCNet, which consumes five times more resources 
during inference. Moreover, SRCNet obtains the lowest standard deviation between 
experiments, which is ten times lower than that of SCINet in the best-case scenario.

In the ETTh2 dataset, the MAE is higher than that of ETTh1, indicating that this 
dataset is more challenging to predict. There is no apparent correlation between win-
dow size and the error obtained. In general, larger window sizes, such as 96 and 120 
do not appear to improve the efficacy of the models. The best performance is achieved 
in CNN, SRCNet, and SCINet with a window size of 72, while HLNet and NBEATS 
perform best with a window size of 24. Furthermore, the difference between the best 
and worst MAE is lower in ETTh2 than in ETTh1. Additionally, the standard devia-
tion between experiments appears to be lower for all models. Specifically, NBEATS 
and SRCNet have the lowest standard deviation, followed by SCINet. When compar-
ing the configuration with the best efficacy, the standard deviation for NBEATS and 
SRCNet is three times better than that of SCINet.

Figure 4 shows the MAE for all models trained on the ETTh1 and ETTh2 datasets. 
The box plots show the distribution of the MAE obtained for each hyperparameter 
combination during the grid search. The figure seems to indicate that the results 
obtained by the CNN in Table 2 are outliers, which are not representative of the com-
plete distribution shown in this figure.

For the ETTh1 dataset, CNN exhibits the highest interquartile range with a decreas-
ing median as the window size increases. HLNet has a smaller interquartile range, 
but the model does not appear to take advantage of more samples in the window; 

Fig. 4 MAE for each model and window size
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the median remains almost constant regardless of the window size. NBEATS seems 
to improve efficacy as the window size increases, but the results are still worse than 
those of SRCNet, which performs better overall, particularly for larger window sizes. 
SCINet appears to have the better median and interquartile range for short window 
sizes, but SRCNet outperforms SCINet for larger window sizes.

In the ETTh2 dataset, errors are greater than in ETTh1, as shown in Table 2. HLNet 
achieves the worst efficacy by a large margin, regardless of window size. The best 
models are NBEATS, SCINet, and SRCNet, but the median for NBEATS decreases as 
the window size increases, suggesting that larger window sizes introduce noise that 
harms efficacy. In general, SRCNet obtains the global minimum, followed by SCINet, 
without a strong relationship between window size and error.

Efficiency

Table 3 displays the training times required for the best models to converge, analyzed 
for each window size and dataset. The training time with the lowest value for each 

Table 3 Time required (minutes) to train the two models with the best efficacy

Dataset Window size SCINet SRCNet

ETTh1 24 1.10 0.50
48 2.14 1.26
72 2.81 1.90
96 3.70 1.01

120 1.75 1.04
ETTh2 24 3.97 3.23

48 5.23 1.20
72 5.60 1.57
96 5.05 1.17

120 7.24 1.25

Fig. 5 Training time (in minutes) for each model and window size
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window size is highlighted in bold. SRCNet, in general, shows better training times 
compared to SCINet.

In ETTh1, SCINet exhibits the poorest efficiency for all window sizes, indicating 
that the mechanism used in the architecture is highly inefficient. However, SRCNet 
achieves better results than SCINet with a time reduction of over 50.

In ETTh2, SCINet has the highest training times for each window size, which has 
increased significantly compared to the times obtained in ETTh1. This suggests that con-
vergence in ETTh2 is considerably more challenging than in ETTh1. However, SRCNet 
does not show any significant increase in training time, except for a window size of 24 h.

Figure 5 illustrates the training time (in minutes) for all trained models.
For the ETTh1 dataset, CNN exhibits the lowest training times for window sizes of 24, 

48, and 72. However, for larger window sizes, the training time increases significantly. 
HLNet displays the same trend as CNN, with increasing training times for larger win-
dow sizes. In contrast, NBEATS shows a different behavior, with lower training times for 
larger window sizes. While SRCNet does not achieve better training times than faster 
models like CNN or NBEATS, it remains almost constant, regardless of the window size.

For the ETTh2 dataset, NBEATS has the lowest median training time for all window 
sizes, followed by CNN. HLNet and SRCNet exhibit slightly greater training times for 
window sizes of 24 and 48, which then slightly decrease.

In general, the size of the training window does not significantly affect the time 
required for modeling until convergence. SCINet has the highest training times com-
pared to all other models, regardless of the window size.

Output analysis

To gain a deeper understanding of the behavior learned by SRCNet, we analyze the par-
tial predictions generated by the model. We used the best hyperparameters obtained for 
the ETTh1 dataset, and partial predictions were obtained from the test set.

Figure  6 illustrates the real behavior of the time series (red), the final prediction of 
SRCNet (dashed blue), and the partial predictions obtained from the three Smooth 
Residual Blocks (represented as level 0, 1, and 2) in green shades. The first block appears 
to predict a baseline for the prediction, almost matching the mean of the future records. 

Fig. 6 Output produced by SRCNet for an instance of ETTh1 dataset. The forecast includes the output 
produced by the levels of SRCNet, which is summed up as the final forecast
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The second block focuses on capturing the global shape of the prediction, with a particu-
lar emphasis on the ups and spikes, while the last block seems to concentrate on predict-
ing the downs.

In the overall prediction, as observed in Fig.  7, the first block produces an initial 
estimate of the predictions. The second and third blocks appear to build on this base 
prediction, focusing on the spikes of the prediction. Specifically, the second block 
obtains a global representation of the spikes, while the last block appears to capture 
smaller changes.

Statistical tests

In this section, we apply a statistical test to support our conclusions based on the 
results obtained during the grid search. We use the Bayesian version of the Wilcoxon 
signed-rank test proposed by Benavoli et al. [30] due to the well-known issues with 
p-values in hypothesis testing [30].

For each combination of hyperparameters, the Bayesian test compares each pair of 
metrics for models A and B, producing three output values. The first value represents 
the probability that model A is better than model B (p(A>B)), the second value repre-
sents the inverse scenario (p(B>A)), and the third value represents the probability that 
model A and B are similar (p(Rope)). To establish the range of statistical similarity, we 

Fig. 7 Output produced by SRCNet for the complete test set of the ETTh1 dataset. The forecast includes the 
output produced by the SRCNet levels, which summarizes the final forecast

Table 4 Results of Bayesian analysis comparing the efficacy of all reference models with SRCNet

Dataset Reference p (reference>SRCNet) p (Rope) p 
(SRCNet>reference)

ETTh1 CNN 1 0 0

NBEATS 1 0 0

HLNet 1 0 0

SCINet 1 0 0

ETTh2 CNN 1 0 0

NBEATS 1 0 0

HLNet 1 0 0

SCINet 1 0 0
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need to set a threshold, which will be determined after analyzing the results for each 
metric.

As the selected method is a non-parametric paired test, we need to obtain each pair 
of results for each combination of hyperparameters in both datasets. However, each 
model has a different number of hyperparameters, and some are shared while others 
are not. Therefore, we only select the shared hyperparameters to obtain the pairs, and 
then choose the best combination of non-shared hyperparameters.

Table 4 presents the results of the Bayesian test applied to WAPE. The probabilities 
that the reference model has a greater WAPE are represented by p(reference>SRCNet), 
while the contrary is represented by p(SRCNet>reference), and the probability of non-
significant changes is p(Rope).

The statistical test used a threshold of 0.1% of the relative error to determine the range 
of statistical similarity. This means that results with an error difference of less than 0.1% 
are considered similar. The test indicates a 100% probability in all cases, indicating that 
SRCNet performs better than the reference models and generally achieves lower errors.

Table  5 displays the Bayesian test applied to the efficiency metric. Once again, the 
probabilities are shown as p(reference>SRCNet) for the probability that the reference 
model has a longer training time, p(SRCNet>reference) for the opposite scenario, and 
p(Rope) for the probability of non-significant changes.

In this case, a 60-second threshold was selected, which means that training times 
with differences of less than 60  seconds are considered similar. The results for CNN, 
NBEATS, and HLNet indicate that they are generally similar to SRCNet across all data-
sets. Despite the fact that SCINet has the closest efficacy results to SRCNet, its efficiency 
is clearly worse in both datasets.

Conclusions and future works
SRCNet has been demonstrated to outperform one of the best methods reported in 
the literature for this dataset [17] in terms of efficacy, while also improving efficiency. 
Efficiency was achieved using the approach of decomposing the input window, which 
differed from conventional trend and seasonality decomposition. This supports the 
hypothesis that reducing bias in the architecture may improve efficacy, as greater free-
dom allows for a more optimal data decomposition. The introduction of the Smooth 
Residual Block also provided the necessary amount of bias to enhance efficacy without 

Table 5 Results of Bayesian analysis comparing the efficiency for all reference models with SRCNet

Dataset Reference p  (reference>SRCNet) p (Rope) p 
(SRCNet>reference)

ETTh1 CNN 0 1 0

NBEATS 0.31 0.69 0

HLNet 0.25 0.75 0

SCINet 1 0 0

ETTh2 CNN 0 1 0

NBEATS 0 1 0

HLNet 0.02 0.98 0

SCINet 1 0 0
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compromising efficiency. In future work, an extended version of the architecture could 
be explored to assign importance to each block and reduce the impact of noise in the last 
block, if necessary. Additionally, an investigation into the impact of inductive bias on 
architectures could be conducted to assess their performance in terms of generalization, 
data scaling, and efficiency.

Abbreviations
CNN  Convolutional neural network
LSTM  Long short‑term memory
HLNet  Hierarchical learning network
MAE  Mean absolute error
SRCNet  Smooth residual connection network
SCINet  Sample convolution and interaction network
ETTh1  Hourly electricity transformer temperature dataset for trasformer 1
ETTh2  Hourly electricity transformer temperature dataset for trasformer 2
OT  Transformer oil temperature
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